
Objective Tuberculosis (TB) is among the most frequent causes of infectious-disease-related mortality. Despite
being treatable by antibiotics, tuberculosis often goes misdiagnosed and untreated, especially in rural and low-
resource areas. Chest X-rays are frequently used to aid diagnosis; however, this presents additional challenges
because of the possibility of abnormal radiological appearance and a lack of radiologists in areas where the infec-
tion is most prevalent. Implementing deep-learning-based imaging techniques for computer-aided diagnosis has
the potential to enable accurate diagnoses and lessen the burden on medical specialists. In the present work, we
aimed to develop deep-learning-based segmentation and classification models for accurate and precise detection
of tuberculosis in chest X-ray images, with visualization of infection using gradient-weighted class activation
mapping (Grad-CAM) heatmaps. Literature Review First, we trained the UNet segmentation model using 704 chest
X-ray radiographs taken from the Montgomery County and Shenzhen Hospital datasets. Next, we implemented the
trained UNet model on 1,400 tuberculosis and control chest X-ray scans to segment the lung region. The images
were taken from the National Institute of Allergy and Infectious Diseases (NIAID) TB portal program dataset. Then,
we applied the deep learning Xception model to classify the segmented lung region into tuberculosis and normal
classes. We further investigated the visualization capabilities of the model using Grad-CAM to view tuberculosis
abnormalities in chest X-rays and discuss them from radiological perspectives. Results For segmentation by the
UNet model, we achieved accuracy, Jaccard index, Dice coefficient, and area under the curve (AUC) values of
96.35%, 90.38%, 94.88%, and 0.99, respectively. For classification by the Xception model, we achieved
classification accuracy, precision, recall, F1-score, and AUC values of 99.29%, 99.30%, 99.29%, 99.29%, and
0.999, respectively. The Grad-CAM heatmap images from the tuberculosis class showed similar heatmap patterns,
where lesions were primarily present in the upper part of the lungs. Conclusion The findings may verify our
system’s efficacy and superiority to clinician precision in tuberculosis diagnosis using chest X-rays and raise the
possibility of a valuable setup, particularly in environments with a scarcity of radiological expertise.

1. Introduction

Tuberculosis (TB) is among the most common communicable dis- eases
caused by a bacterial infection, namely Mycobacterium tuberculosis [1].

TB is also the most common reason for infectious-disease-related
mortality. In 2021, almost 10.6 million individuals worldwide became ill

with TB and 1.6 million of them died, making it the second most common
infectious killer after COVID-19 [1]. All age groups and gen- ders from
each nation are vulnerable, with 6 million, 3.4 million, and 1.2 million

men, women, and children, respectively, reported to be ill with

TB in 2021 [1-2]. TB can be cured with early diagnosis and subsequent
delivery of the right medicines [3]. Chest X-rays (CXR) are frequently used
for identification of and screening for pulmonary TB. Chest radio- graphs
are evaluated for the presence of TB by skilled doctors in clinical practice.
However, this is a subjective and time-consuming process, and diagnoses
inevitably have subjective discrepancies. In addition, patients with TB are
frequently misdiagnosed based on CXRs as having other dis- eases with
similar radiologic patterns, which can cause them to receive incorrect
treatment and their health to deteriorate [4]. There is also a shortage of
radiologists with training in resource-deficient nations,
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particularly in rural regions. To overcome these limitations, computer-
aided diagnosis (CAD) systems may be used to perform mass screening
for TB, owing to great improvements in the performance of deep convo-
lutional neural networks (CNNs) and the availability of extensive labeled
datasets of radiological images [5-6]. Examination of medical data by
medical specialists is significantly hampered by subjective judgments,
the quality of the radiological images, and the exhaustion caused by a
demanding workload [7]. Hence, the use of machine learning in the
healthcare industry is currently a topic of much interest [8-9]. Many
problems in healthcare, including detection of brain tumors [10–13], di-
agnosis of cardiovascular disease [14–17], detection of pneumonia [18–
22], identification of lung nodules [23-24], diagnosis of breast cancer
[25–27], and physiological monitoring [28], have been addressed using
artificial intelligence (AI)-based solutions.

Deep learning (DL) approaches have been used with increasing suc- cess
for the fast, accurate, and automatic detection of lung illnesses using
chest radiological images [29]. CXR is preferable to computed tomog-
raphy scans and magnetic resonance imaging for this purpose as it is a
low-cost, readily available, low-radiation-dose imaging technology [30–
32]. Moreover, many doctors skilled in deciphering CXR scans have used
their expertise in the creation of DL-based CAD tools.

Inbuilt DL-CAD tools can be made more dependable in clinical ap-
plications if the accuracy of TB diagnosis using CXRs can be improved
through the use of a robust and adaptable technique. Optimization of DL
networks, modification of already effective techniques, and combi- nation
of several effective algorithms can all increase classification ac- curacy
[33]. Traditionally, CNNs were applied to entire X-ray images to identify
lung diseases, that is, to CXRs showing other parts of the tho- rax as well
as the lungs. However, as TB only manifests in the lungs, concentrating
on the lung area of CXRs during model formulation can greatly enhance
the performance of TB diagnosis systems [34]. Various researchers have
tried to develop or implement new and existing DL techniques to detect
TB automatically using CXR scans [35-36]. How- ever, there is not yet any
highly accurate and robust system that can be generalized for practical
applications.

This study focused on the development of segmentation-based clas-
sification approaches that could be highly accurate, robust, and gen-
eralizable for the detection of TB in practical applications. The motive for
the segmentation-based approach is to limit learning from irrelevant
sections of the CXR and improve accuracy.

2.  Literature Review 

Figure 1 illustrates the overall methodology adopted in this study.
First, we selected a well-established CXR dataset containing CXR im-
ages and corresponding masks for segmentation model training. Next,
we modified and optimized a highly successful UNet segmentation net-
work for training. Following the model’s training, performance was eval-
uated using diverse evaluation metrics, namely accuracy, Dice, Jaccard,
and area under the curve (AUC). Further, the segmentation model was
applied to TB and normal CXR image datasets to segment the lung region
and remove the background. Next, we optimized and applied a highly
efficient Xception DL convolutional neural network (CNN) to classify
the segmented lung images. We evaluated the model’s performance us-
ing various metrics including accuracy, precision, recall, F1-score, and
AUC, as well as receiver operating characteristic (ROC) curves. Finally,
we generated gradient-weighted class activation mapping (Grad-CAM)
heatmaps of the images to visualize the patterns and locations of the
lesions present in the lungs.

2.1. Data collection and patient demographics

For the segmentation part of the experiment, we used a combina-
tion of the Montgomery County dataset and the Shenzhen Hospital

dataset. The datasets were taken from the open-source Kaggle “Chest
X-ray masks and labels dataset” [37]. The combined dataset contained

704 CXRs and their corresponding masks; 494 randomly selected images
(70%) were used for training of the model, 140 images (20%) were used
for validation, and 70 images (10%) were used for testing of the model.
The experiment involved five-fold cross-validation with each image used
at least once for training and testing.
For the classification part of the experiment, we used the “National
Institute of Allergy and Infectious Diseases (NIAID) TB portal program
dataset.” This dataset was taken from the open-source Kaggle “Tubercu-
losis chest X-ray images dataset” [38] and contained 700 TB and 3,500
control CXR images, of which we used all 700 TB images and 700 con-
trol CXR images. For the classification problem, 1,120 randomly selected
images (80%) were used for training, 140 images (10%) were used for
validation, and the remaining 140 images (10%) were used for testing of
the model.

2.2. Network architecture and optimization

UNet, which was first developed by Olaf Ronneberger in 2015 [39],
is one of the most popular and efficient models for diverse radiolog-
ical image segmentation in medical imaging. UNet has been proven
to be reliable in several studies and has been used by numerous re-
searchers. Therefore, in the present study, we used the UNet model to
segment CXR images. Figure 2 shows the detailed architecture of the
UNet network. As shown in the diagram, the UNet network has two
phases: the encoder and the decoder. The encoder phase has several
convolutional, layers followed by ReLU and MaxPooling. The decoder
phase contains up-convolution followed by depth concatenation, soft-
max, and MaxPooling. The image provided as input to the encoder is
224 × 224 pixels in size. The encoder extracts the features of images
in the form of numerical values between 0 and 255, which are later
normalized to be between 0 and 1. The image size is reduced during
transfer to the successive convolution after each MaxPooling layer. A
bridge channel connects the encoder to the decoder and transfers the
image’s features to the decoder. The decoder phase decodes the numer-
ical features into the form of an image and recreates the images, con-
verting the pixel values < 0.5 to 0 and ≥ 0.5 to 1. The encoder and de-
coder phases are also connected through skip connections that are used
to transfer image features from an encoder to a decoder directly; this
prevents the network from losing image information through loss from
neural nodes. The final output images from the decoder have the binary
pixel values 0 or 1, where 0 represents black and 1 represents white.
This results in the generation of final black and white masks, which
are used to generate the region of interest, i.e., the lung section from
the CXRs.

For the segmentation problem, we employed a five-fold cross-
validation protocol. As the segmentation dataset contained only 704

CXR images, the cross-validation protocol was highly beneficial as it al-
lowed us to use each image for training at least once; this helped to max-

imize the utilization of the dataset. We split the dataset using 60:20:20
ratios to train, validate, and test the model. The UNet model was trained

for 100 epochs in each fold, with the learning rate and dropout set to
0.001 and 0.25, respectively. The batch size for training and validation

was maintained at four images per batch. The loss function implemented
was cross-entropy, denoted LCE and derived as in Equation (1).

Here, i is the image, y i is the GT (Ground truth) label 1, (1 − yi) is
GT label 0, and a i is the Softmax classifier probability.

After segmentation to classify the lung regions, we applied the Xcep-
tion DL model. Figure 3 illustrates the detailed architecture of the Xcep-
tion neural network, which was first developed by Chollet in 2017 [40].
As shown in the diagram, the Xception model consists of three phases:
entry flow, middle flow, and exit flow. CXR images with a resolution of

224 × 224 pixels are given as input to the entry flow. Each flow has sev-
eral neural nodes, containing convolution layers followed by ReLU and

𝐿 = 𝑦𝑖  ×  𝑙 𝑜 𝑔 𝑎 𝑖) ( +  1 − 𝑦 𝑖 ×  𝑙 𝑜 𝑔 ( 1  −  𝑎 𝑖]𝐶 𝐸 [( ) ) (1)

COMPUTER RESEARCH AND DEVELOPMENT (ISSN NO:1000-1239) VOLUME 25 ISSUE 5 2025

PAGE N0: 410



Figure 2. The architecture of the UNet segmentation network.

Figure 1. Schematic diagram representing overall methodology.

pooling layers. The nodes are also directly connected by a few convolu-
tions, which simultaneously transfer features to the next neural nodes
without any loss. The output from the entry flow is used as input to the
middle flow, and the output from the middle flow is used as input to the
exit flow. The concluding classifier layer of the exit flow is a logistic
regression layer, which classifies the images based on the features ex-

tracted by the neural nodes and predicts the class for each image as its
output.

For the classification problem, 100 epochs were used to train the
Xception network. A learning rate of 0.001 was maintained, and the

dropout rate was 0.25. The training and validation steps were performed
with eight images per batch, and the best-performing epoch with the
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Figure 3. The architecture of the Xception classification network.

highest validation accuracy was saved as the final model during the
training. The loss function was categorical cross-entropy, denoted L CCE
and derived as in Equation (2).
∑𝑁 ∑𝐶 1
𝑖= 1  𝑐= 1

Here, N is the total number of images, C is the number of categories
or classes, and 1

𝑦𝑖∈𝐶 denotestheithobservationofthecthcategory.
𝑐The experiments were carried out using Python 3.9 on a workstation with

an Intel Core i7 8th-generation processor, 16 GB of RAM, and an 8 GB
NVIDIA Quadro P4000 GPU.

2.3. Performance evaluation metrics

Performance assessment is a crucial part of analyzing the compe-
tence of a DL-CAD system. Various different metrics can be used for
the assessment of the network’s performance. In the present work, we
used accuracy, precision, recall, and F1-score as metrics, calculated as in
Equations (3) and (4):

3. Results

The segmentation UNet model achieved accuracy, Jaccard, Dice,
and AUC values of 96.35%, 90.38%, 94.88%, and 0.99, respectively.

Figure 4 shows a sample of images segmented by the UNet model. The
top row shows the original CXR scans, the middle row shows the masks

generated by the model, and the bottom row shows the final segmented
lung images. Columns (a) and (b) represent TB-infected images, and

2.4. Gradient-weighted class activation mapping (Grad-CAM) visualization

The Grad-CAM method uses gradients for the classification score and the
final convolutional feature map to pinpoint the areas of an input im- age
that have the greatest influence on the classification score. The final
score depends mainly on the data in the locations where this gradient is
large. The Grad-CAM function produces a significance map by calcu-
lating the derivative of the reduction layer’s output for a certain class with
respect to a convolutional feature [41], automatically choosing ap-
propriate layers to compute the significance map for classification tasks.
Grad-CAM heatmaps are very advantageous for analysis of medical im-
ages as they represent the most significant regions of the images with
respect to infection. The heatmap displays the areas of lesion or infec-
tion within the image, as well as showing the region from which the
network has extracted the most significant features used to determine
the classification of the image. Generally, such heatmaps show similar
patterns in similar infection types. In our system using the gradients of
the target, i.e., TB in the Xception-based classification model, Grad-CAM
generates a coarse localization map and displays significant locations as
heatmap scans [20].

𝐿
= 1

𝑁
l o g 𝑎 ( 𝑦 𝑖  ∈  𝐶 𝑐 )

𝑇  𝑟 𝑢 𝑒  𝑃  𝑜 𝑠 𝑖 𝑡 𝑖 𝑣 𝑒 𝑠  +  𝑇  𝑟 𝑢 𝑒  𝑛 𝑒 𝑔 𝑎 𝑡 𝑖 𝑣 𝑒 𝑠𝑇  𝑜 𝑡 𝑎 𝑙  𝑛 𝑢𝑚𝑏 𝑒 𝑟  𝑜 𝑓  𝑐 𝑎 𝑠 𝑒 𝑠𝐴 𝑐 𝑐 𝑢 𝑟 𝑎 𝑐 𝑦  =

𝑇  𝑟 𝑢 𝑒  𝑃  𝑜 𝑠 𝑖 𝑡 𝑖 𝑣 𝑒 𝑠
𝑇  𝑟 𝑢 𝑒  𝑃  𝑜 𝑠 𝑖 𝑡 𝑖 𝑣 𝑒 𝑠  +  𝐹  𝑎 𝑙 𝑠 𝑒  𝑃  𝑜 𝑠 𝑖 𝑡 𝑖 𝑣 𝑒 𝑠

𝑃 𝑟 𝑒 𝑐 𝑖 𝑠 𝑖 𝑜 𝑛  =

𝑇  𝑟 𝑢 𝑒  𝑃  𝑜 𝑠 𝑖 𝑡 𝑖 𝑣 𝑒 𝑠
𝑇  𝑟 𝑢 𝑒  𝑃  𝑜 𝑠 𝑖 𝑡 𝑖 𝑣 𝑒 𝑠  +  𝐹  𝑎 𝑙 𝑠 𝑒  𝑁𝑒 𝑔 𝑎 𝑡 𝑖 𝑣 𝑒 𝑠

𝑅 𝑒 𝑐 𝑎 𝑙 𝑙  =

𝑒 𝑐  𝑖 𝑠 𝑖 𝑜 𝑛∗𝑅𝑒 𝑐  𝑎 𝑙 𝑙𝐹1 −  2∗𝑃𝑠 𝑐 𝑜 𝑟 𝑒=  𝑟
𝑃  𝑟 𝑒 𝑐 𝑖 𝑠 𝑖 𝑜 𝑛  +  𝑅 𝑒 𝑐 𝑎 𝑙 𝑙

𝐶 𝐶 𝐸 𝑦𝑖∈𝐶 𝑐 𝑚𝑜𝑑  𝑒 𝑙

(5)

(2)

(4)

(3)

(6)

COMPUTER RESEARCH AND DEVELOPMENT (ISSN NO:1000-1239) VOLUME 25 ISSUE 5 2025

PAGE N0: 412



Model

Xception

Accuracy (%)

99.29

Precision (%)

99.30

Recall (%)

98.29

F1-score (%)

99.29

AUC

0.999

Figure 5. Training and validation accuracy curves for the Xception model.

Figure 4. Segmentation results. (a,b) TB images; (c,d) normal images. Top row, original chest CXR images; middle row, UNet-generated masks; bottom row, final
segmented lung regions.

Table 1 Performance metrics for classification by the Xception model

columns (c) and (d) represent normal images. The border of the lung re-
gion and the visualization confirm that the model performed outstand-
ingly when segmenting CXRs.

Table 1 presents the performance metrics for classification by the
Xception model.

Learning curves are a frequently used analytical technique in ma-
chine learning. The curves obtained from learning on training and val-
idation datasets can be used to evaluate an algorithm’s performance.
After the completion of each cycle or epoch during training, the mod-
els are assessed or validated using the validation dataset. Finally, the

measured performance is plotted to give learning curves, which can be
examined to assess the performance and learning-related issues of the

network. Figure 5 shows the training and validation accuracy curves
for the Xception model, demonstrating stable and improving learning
for successive epochs and maximum training and validation accuracy

values of 100% and 99.29%, respectively. Figure 6 shows the training
and validation loss of the Xception model, with curves representing the

loss reduction with successive epochs The stable and significant output
demonstrates the excellence and reliability of the model’s performance.

Figure 7 shows the confusion matrix for classification by the DL Xcep-
tion model, representing the actual and predicted classification of im-

ages. In the test set, all 70 control images and 69 of 70 TB images were
correctly classified, with just one image misclassified. The confusion ma-

trix verifies the model’s efficacy and precise classification results.

ROC curves illustrate a model’s performance by comparing the true
positive and false positive rates. AUC values near 1.0 indicate superior
model performance, whereas values near 0 indicate poor performance.
ROC curves are generated using the prediction probabilities and the ac-
tual classes for each image. Figure 8 shows the ROC curves and AUC
values for classification with the Xception model. The AUC values for the
normal and TB classes were 0.99 and 1.0, respectively. The micro and
macro averages of AUC were both 1.0. These AUC values, which were
close to the maximum, indicate the model’s precision and superior
performance.
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Figure 6. Training and validation loss curves for the Xception model.

Figure 7. Confusion matrix for classification by the Xception model. TP: true
positive; FP: false positive; FN: false negative; TN: true negative.

Figure 8. ROC curves for the Xception model.

Figure 9. GRAD-CAM heatmap visualizations of TB-infected CXR images. (a) Original CXR images; (b) Corresponding segmented lung images; (c) Corresponding
heatmaps.

4. Discussion

Automated CXR image analysis techniques have developed intensely
over the past 10 years in response to the limitations of knowledge and ac-

cessibility that hinder early TB detection [42]. DL using CNNs serves as a
foundation for medical imaging and AI-embedded CAD solutions [43],

Figures 9 and 10 show heatmaps for samples of CXR images from the TB
and control classes, respectively, taken from the “NIAID TB por- tal
program dataset” [38]. In each figure, row (a) shows the original CXR
images from each class, whereas row (b) shows the correspond- ing
segmented lung regions from the CXRs. Row (c) represents the fi- nal
GRAD-CAM heatmap images for each class. The heatmap images for the
TB class showed similar heatmap patterns for each image, with lesions
primarily present in the upper parts of the lungs. By contrast, the
heatmaps for normal images showed completely different patterns from
the TB images and similar patterns among images of the same class.
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Figure 10. GRAD-CAM heatmap visualizations of control CXR images. (a) Original CXR images; (b) Corresponding segmented lung images; (c) Corresponding
heatmaps.

in which clinical decision-making is intended to be complemented by AI-
guided solutions (such as DL techniques). Such imaging systems have the
potential to lessen the burden on radiologists by prioritizing cases [44].
Conventional machine-learning techniques employ hand-crafted features
that are restricted to a particular issue or dataset because fea- ture
extraction is an expert-based process. Deep features, on the other hand,
can be extracted automatically without any explicit parameter
adjustment. For low-resource countries in particular, DL-facilitated sys-
tems for TB detection are a possible answer to physicians’ problems and
enable the fast, automatic, and precise TB diagnosis that is crucial to
achieving global control of the disease [45].

Various researchers have developed or implement novel and exist- ing
methods to achieve this goal and provide reliable solutions. Table 2
presents a comparison of the proposed method against previously imple-
mented methods for TB detection. Ahsan et al. [46] applied the VGG16
DL classification network to a combination of two popular datasets: the
Montgomery County dataset, which contains 58 TB and 80 healthy CXR
images; and the Shenzhen Hospital dataset, which contains 336 TB and
326 normal images. They used a total of 800 images (394 TB-infected
and 406 control CXR images) and split their dataset using a 3:1 train/test
ratio, achieving an accuracy of 81.25%. Instead of using binary classifi-
cation, i.e., TB versus healthy, Xie et al. [47] focused on the detection of
TB-infected areas or lesions using a region-based faster RCNN (Region-
based Convolutional Neural Network) method. They employed a combi-
nation of three datasets: the Montgomery County dataset; the Shenzhen
Hospital dataset; and the First Affiliated Hospitals Dataset from Xian Jiao
Tong University, Shanxi, China, which contains a total of 5,344 im- ages
with 2,962 TB and 2,382 control images. They used a total of 6,144
images, comprising 3,356 TB and 2,788 normal images, and opted for a
80:20 train/test split. They achieved a maximum accuracy of 92.60% and
an AUC of 0.98.

Sahlol et al. [48] implemented a new hybrid network, Mobile Net-
AEO, in which artificial ecosystem-based optimization (AEO) works as

a feature selector, keeping the relevant features and discarding the re-
dundant features that are generated by the CNN. They used a combi-

nation of two datasets, the Shenzhen Hospital dataset and the Mende-
ley Dataset (UK), which contains a total of 6,421 (3,883 TB and 2,538

normal) CXR images. Their study used a full dataset of 7,083 images
(4,219 TB and 2,864 normal), which was split into training/test sets

with a 80:20 ratios, and demonstrated an accuracy of 94.10%. Rah- man
et al. [49] employed nine different transfer-learning-based deep neural
networks, namely VGG19, ResNet18, ResNet50, ResNet101, Mo-
bileNet, DenseNet201, SqueezeNet, and ChexNet, to classify CXR images
into normal and TB classes. Before classification, they segmented the
lung region using a modified UNet network. They used a combination of
four datasets: Montgomery, Shenzhen, Belarus TB Dataset (Belarus), and
Radiological Society of North America Dataset (RSNA). The Belarus
dataset contained 422 CXR images from TB-infected patients, whereas
the RSNA dataset contained a total of 26,684 images (17,833 TB and
8,851 control images). This gave a total of 27,906 images, of which
18,649 were TB and 9,257 were normal images. Using a five-fold cross-
validation approach, they achieved the maximum accuracy of 98.60%
with DenseNet201. Guo et al. [50] employed an ensemble method av-
eraging six deep neural networks, namely VGG16, VGG19, ResNet50,
ResNet101, Inception V3, and ResNet34. Using the Shenzhen dataset
with ten-fold cross-validation approach, they achieved an accuracy of
94.50% in their experiments. Abideen et al. [51] implemented a B-CNN
(Bayesian-based CNN) method for the classification of CXR images into
TB and normal classes. They used a combination of the Montgomery and
Shenzhen datasets, giving a total of 800 CXR images with 394 TB and
406 normal images, which they split into training/test sets with an 80/20
ratio. They achieved an accuracy of 96.42%. Ayaz et al. [52] used an
ensemble model that combined hand-crafted features and DL fea- tures,
with a Gabor filter to extract hand-crafted features and transfer- learning-
based pre-trained networks to extract deep features. The pre- trained DL
networks were Inceptionv3, MobileNet, Xception, ResNet50, and
InceptionResnetv2. They used a combination of Montgomery and
Shenzhen datasets that contained a total of 800 CXR images (394 TB and
406 normal images) and implemented a ten-fold cross-validation ap-
proach for training. They achieved an accuracy of 93.47%, with an AUC of
0.97. Rajaraman et al. [53] used a bone-suppression-based ResNet-BS
model to detects and remove occluding bony structures from CXRs, with
a combination of the Montgomery and Shenzhen datasets. Their findings
confirmed the better performance of DL classification models on bone-
suppressed CXR images, with an accuracy of 92.30% and an AUC of 0.96.
Acharya et al. [54] developed a normalization-free CNN and used it for
classification of images into TB and normal classes. They used a
combination of different datasets: the TBX11K (Tuberculosis X-ray)
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4,856 (2,736 + 2,120)
1,400 (700 + 700)

Total number of images
used (TB + normal)

800 (394 + 406)
6,144 (3,356 + 2,788)

7,083 (4,219 + 2,864

27,906 (18,649 + 9,257)

81.2
5
92.6
0
94.10

98.60

94.50

96.4
2
93.4
7

92.3
0
96.9
1

94.8
99.29

Accuracy (%)

-

-

-

AUC

-
0.98

-
0.97

0.96
0.993

0.99
8
0.99
9

Table 2 Comparison of the proposed method against previous state-of-the-art methods

+
+

+

+
+

dataset, Shenzhen dataset, Montgomery dataset, Belarus, NIAID, SNA
dataset, and the X-ray images dataset from the National Institute of Tu-
berculosis and Respiratory Diseases, New Delhi. This yielded a total of
8,688 CXR images with 4,936 TB and 3,752 normal images for their ex-
periments. They demonstrated a classification accuracy of 96.91% with
an AUC of 0.993. Zhou et al. [55] used a private dataset compiled from
five different sources containing 4,856 CXR images (2,736 TB and 2,120
normal images). They used the UNet model to segment CXR images and
achieved a Dice value of 0.958. After segmentation, they used the ResNet
DL model to classify the segmented lung images into TB and normal
classes. They achieved a classification accuracy of 94.8% with an AUC of
0.998.

The proposed method implements segmentation and classification
models to detect TB in CXR images. First, the UNet segmentation model
is used to segment CXR images and select the region of interest, i.e., lung
sections, removing the background. Thereafter, the Xception DL classi-
fication model is used to classify the lung sections into TB and normal
classes. Here, we used the NIAID TB portal program dataset from the
National Institute of Allergy and Infectious Diseases, which comprises a
total of 1,400 images with 700 TB infected and 700 control images. We
implemented a five-fold cross-validation process for segmentation and
used an 80:20 split pattern for the training/test ratio. We achieved a
classification accuracy of 99.29% with an AUC of 0.999. Our model
outperformed all comparable methods in terms of performance and ac-
curacy. We also used a substantial number of CXR images, ensuring that
our system is highly reliable, precise, and robust for practical appli-
cations as a support system for radiologists or as a possible setup in
resource-deficient provinces.

Our system is highly cost-effective compared to with traditional di-
agnostic methods. Biochemical tests and analyses often require expen-
sive chemicals and machines and highly trained professionals, includ- ing
radiologists. Our AI system requires only X-ray images and a simple
computer system and can be run by personnel with an average level of
training. Our approach is also very fast, generating multiple results in a
few seconds. By contrast, a biochemical analysis can take more than a
day for a single test.

Despite several advantages, the AI system has some limitations; for
instance, the variation between X-ray machines and their output quality

may affect the results of any AI system. This limitation can be overcome
by training on larger databases and diverse image types [56]; however,
retraining on large databases will require high-performing GPUs or Su-

percomputer frameworks that may incur higher costs and require more
time. The noise present in X-ray images may also affect the system’s

output. However, this could be overcome by implementing various de-
noising methods or color-normalization techniques [57]. A significant

concern for AI-based detection systems is institutional approval for med-
ical use. Even after extensive development and testing, AI-based detec-

tion always requires approval for use as a primary diagnostic method.
However, AI systems may readily be used as a supporting method [58].

TB is among the most common infectious diseases, causing extensive
deaths each year. It frequently goes undiagnosed, especially in rural re-

gions, owing to limited resources and a lack of radiologists. The use of
AI-embedded CAD techniques has the potential to provide accurate diag-
noses and reduce the workload of medical practitioners. In this work, we

present DL-based segmentation and classification models for automated,
fast, and precise detection of TB in CXR images. First, we applied the

UNet segmentation model to 704 CXR images and their corresponding
masks and achieved accuracy, Jaccard, Dice, and AUC values of 96.35%,

90.38%, 94.88%, and 0.99, respectively. The UNet model was further
used for TB and control CXR image segmentation. Thereafter, the seg-

mented lung images were classified into binary classes (TB and normal)
using the DL Xception model. We achieved classification accuracy, pre-

cision, recall, F1-score, and AUC values of 99.29%, 99.30%, 99.29%,
99.29%, and 0.999, respectively. Our system’s high accuracy and robust-

ness establish its effectiveness and superiority for practical applications
in TB diagnosis using chest radiographs, with the possibility of providing

services in environments with a scarcity of radiological expertise.

In the next phase of the work, we will potentially retrain our system
in an extensive data framework or on more recent, diversified datasets.

Gathering more datasets from various machines is desirable as it enables
the system’s performance to be evaluated on a broader range of datasets.

Pruning and stochastic imaging are examples of superior training meth-
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ods that could improve the system’s performance and reduce storage
requirements [59]. We will also use workstations and more sophisti-
cated GPUs to enhance the output and shorten the learning time. Deep
architectural feature classification could also be attempted using more
contemporary techniques such as tree seed algorithm-optimized artifi-
cial neural networks [60], or a hybrid pipeline that combines AlexNet and
BiLSTM could be employed as part of a bidirectional long short-term
memories (BiLSTM) layer.
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