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Abstract:Human expressions can tell us about their feelings 

and emotional state. Using new technologies we can find out 

about their emotional state which can be useful in many ways. It 

can be helpful to find out their mental state or can be helpful in 

the field of health. With the help of the human emotion we can 

also guess what they might be thinking or what their next step 

could be.Humans mainly have seven emotions which are angry, 

sad, fear, happy, disgust, neutral, and surprised. These emotions 

can be easily found out from their facial expressions. In the pre- 

trained model, algorithms extract the features of the face and 

validate them with the features of the training dataset which is 

used to train the model, to find out the real time emotion of the 

person in front of the camera. 

Index Terms: CNN, tensorflow, keras, tkinker, ReLU, 

Activation Function, Pooling 

 

I. INTRODUCTION 

Humans can make thousands of expressions, our project’s 

main idea is to capture these expressions and analyse them 

to find out the emotion of the person. For this analysis we 

are training a FER (Facial Expression Recognition) system 

which works on the bases of CNN (Convolutional neural 

network) model. The connectivity pattern in the architecture 

of a CNN is analogous to that of neurons in the human 

brain. 

In this CNN model we are using tensorflow as a framework. 

In tensorflow we implement keras sequential model which is 

trained by the good quality data. The dataset we are using is 

the FER2013 dataset, published at the International 

Conference of Machine Learning. A computer recognizes an 

image as a pixel array. The dataset consists of 35,685 

examples of 48x48 pixel grayscale images of human faces. 

It is a categorical dataset in which images are classified on 

the basis of the emotions. 

The model is built based on the VGG16 model. VGG16 is a 

CNN model that was proposed by K. Simonyan and A. 

Zisserman from Oxford University. We have added three 

neuron layers. Each neuron of CNN comprises a 

Convolution layer followed by Pooling. Our aim is to 

classify the emotion on the face of a person into one of the 

seven categories i.e. {'angry': 0, 'disgust': 1, 'fear': 2, 'happy': 

3, 'neutral': 4, 'sad': 5,'surprise': 6}. 

Each convolutional layer consists of weights whose values 

are to be learned and it has a number of filters which 

convolves with the input volume to compute activation map. 

Between these convolutional layers a pooling layer is 

present. This pooling layer does down-sampling of 

representation to reduce the number of parameters and 

computation. Max pooling works better and so is used 

generally. 

II. LITERATURE REVIEW 

In facial emotion detection field many approaches have 

been used to identify and predict the output. The similar thing 

in many approaches is the detection of eyes, nose and lips 

and other features on the target face and identification of the 

expression based on the data. 

To identify the facial emotion various techniques are used 

like Neural Network, Machine is used and this approach is 

been proven to be much better. Identifying and using of many 

features at once is proven to be much better then only using 

one feature at once to identify the facial emotion. It has been 

proven by research that using deep neural network can 

generate more discriminating features. 

In some methods neural network is used in two ways. One to 

remove the background and other obstacles from target face 

and second to concentrate on facial features and gathering 

the required data to predict the output and to do so FERC 

algorithm is used with many other scripts. Once background 

is removed this second part of CNN used various points on 

face to recognize the facial features. In some system the aim 

is also to detect expression as well as age and gender and it 

was assumed that girl and boys have similar facial features 

and expressions and similar approach is used to identify 

facial expressions. To obtain facial features CNN network 

have high branching and both noises and redundancy is non- 

avoidable in this process. 

According to research pre-training is much better then 

network initialization randomly and pre-trained classifier, 

such as Random Forest, AdaBoost and Support Vector 

Machine (SVM) are used for FER based on trained features. 

Deep-learning approach requires more memory and 

computation power than that of conventional 

approaches. 

 

III. METHODOLOGY 

Our aim is to classify the emotion on the face of a person 

into one of the seven categories i.e. angry, disgust, fear, 

happy, neutral, sad, surprise. 

The connectivity pattern in the architecture of a CNN is 

similar to the connection of neurons in the human brain. A 

computer recognizes an image as a pixel array. Depending on 

the resolution, it will see the image as a (height x width x 

dimension) array. 

To build a smart model using CNN we need to follow a step- 

by-step process which includes data elicitation, data 

processing, data cleaning, data normalization, splitting into 

train and test data, building model, training model and testing 

and validating model. 
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The entire work process will be carried out in Python 

language and the features which prompt us to choose this 

language over any other languages are that python is Object- 

oriented, Structured Programming, and availability of large 

libraries which makes it compatible and easy to use. We will 

use the following libraries: numpy, pandas, matplotlib, 

OpenCV, Tensorflow and Keras. We will be working in 

Google colaboratory. Colab, short for colaboratory, is a 

Jupyter notebook service provided by Google that requires 

no setup to use. 

 

1 Data Elicitation 

Data is the most important aspect in building any Deep 

Learning model. For recognition of facial emotions using 

Convolutional Neural Network, we need to train the model 

using a good quality of data. For this purpose we use the 

FER2013 dataset, published at the International Conference 

of Machine Learning. The dataset consists of 35,685 

examples of 48x48 pixel grayscale images of human faces. 

It is a categorical dataset in which images are classified on 

the basis of the emotions shown in the image. 

Next step is that we split data into training and testing sets. 

The available dataset FER2013 is divided into two parts, the 

training data set is used to train or fit the model in the 

learning process and test data is used for validation or 

evaluation. Test data allows us to check how the model will 

perform on the unknown data in real time. If we use the 

whole data set for training there are chances the model 

might overfit the pattern of the data. 

 

Figure 1. Number of Images in each category 

 

2 Building Model 

The proposed model is built based on the VGG16 model. 

VGG16 is a CNN model that was proposed by K. Simonyan 

and A. Zisserman from Oxford University. In our module, 

there are two convolution blocks and each block has two 

layers. Image of size 48x48 is given as input to the first 

layer, conv1 after converting to grayscale. In conv1 32 

filters are used of size 3x3. The second convolution layer, 

conv2 has 64 filters with same-padding. Then we have 

performed Max-pooling over 2x2 pixel window, with 

number of strides equal to two. Similarly, third and fourth 

convolution layers conv3 and conv4 have 128 and 256 

filters each and have kernel size 3x3. The activation function 

is Rectifier Linear Unit (ReLU). Padding is ‘same’ in all 

layers except for conv4. Then, fully connected layer 

comprises of 1024 neurons, and the output layer has 7 

neurons. 

 

2.1 Convolution Layer 

The Convolutional layer has weights which need to be 

trained. The Convolutional layer has a number of filters 

whose parameters are to be learned. Each filter has the same 

dimension as the input volume, but height and weight of the 

filter is smaller. Each filter convolves with the input volume 

to compute activation map. 

Activation function is used to decide whether a neuron 

should be activated or not and what should be its impact. 

Activation function introduces non-linearity in the output of a 

neuron. They help in limiting the output of a neuron, solve 

the problem of vanishing gradient, produce values zero- 

centered (outputs are symmetrical so that the gradient does 

not shift to particular direction) and reduce computational 

expense. These all features mainly help in reducing the 

overfitting of the model. 

 

2.2 Pooling Layer 

Pooling layer is present between two convolution layers. 

Pooling does down-sampling of representation to reduce the 

number of parameters and computation. Max pooling works 

better and so is used generally. 

3.3   Training Model 

Training a model is the most crucial step as the output of the 

model is defined in this process. Training the model may 

require multiple attempts for achieving high accuracy. We 

only proceed to the next step if we are satisfied with the 

result of training the model. We also need to check and 

remove over-fitting if it occurs. Our model has been trained 

for 60 epochs. 

3.3   Model Evaluation 

Confusion matrix provides a summary of correct and 

incorrect predictions made by the classification model. We 

use a confusion matrix to check the performance of the 

emotion detection model on the set of training and testing 

data as their true output is known. It is used to measure the 

variables such as precision and recall. 

Classification report gives the details of the predictions made 

by the emotion detection model. This report shows the 

classification metrics precision, recall and f1- score on a per- 

class basis in tabular form. It is calculated using true positive, 

true negative, false positive and false negative values. 

To obtain the real time image we need OpenCV (Open 

Source Computer Vision Library). OpenCV is an open source 

computer vision and machine learning library which provides 

infrastructure for computer vision in our project. It captures 

the image from the camera and processes it in the form of a 

3-D matrix containing pixel values of the image in the form 

of BGR (blue green red) format. It uses a haarcascade Frontal 

face classifier to detect the human face in real time. It also 

provides us the feature for cropping and resizing our image. 

The next requirement is to set up an Interactive Graphical 

User Interface for users. Tkinter, an object oriented layer 

over Tcl/Tk. Tk is not a section of Python; it is prolonged at 

the active state. It is an interface for Tk GUI toolkit 

embedded with Python. Tkinter calls are translated into Tcl 

commands, making it possible to combine python and Tcl in 

a single project. Tkinter provides many features like 

Window, Frames, Buttons, Text Fields and Labels for 

making a good and interactive GUI. 
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IV. Result 

After training the model, we have achieved an accuracy of 

91.03% on the train set, and 66.58% on the test set. 

Table 1. Model Evaluation 
 

Data Accuracy 
Percentage 

val_accuracy val_loss 

Train 91.03 0.9103 0.3737 

Test 66.58 0.6658 1.1666 

 

V. Conclusion 

A user friendly interface has been designed which 

incorporates an image capturing and processing window. 

The camera captures real time images and classifies the 

facial emotion out of the seven categories {'angry': 0, 

'disgust': 1, 'fear': 2, 'happy': 3, 'neutral': 4, 'sad': 5, 'surprise': 

6}. The model constructed based on the VGG16 category of 

CNN achieved an accuracy of 91.03% on train data and 

66.58% on test data. The future work can be done on a 

larger dataset to achieve even higher accuracy and add more 

categories of emotions as well. 
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