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Abstract 
Image captioning is indeed a vital task in computer vision and Natural Language Processing (NLP) that focus 
to create meaningful textual descriptions of images. This research presents a deep learning-based method to 
image-to-text conversion involves state-of-the-art transformer models with the Bootstrapping Language-
Image Pre-training (BLIP) framework. The model is based to understand versatile and complex image 
semantics to generate captions with more accuracy by leveraging pre- trained vision-language architectures. 
This study involves Optical Character Recognition (OCR) for text extraction from images and evaluating and 
analysing its effectiveness with deep learning-based caption generation. This model is executed used to 
python libraries Transformers, EasyOCR, OpenCV, and Streamlit, ensuring a user-friendly web-based interface 
for effortless accessibility. This research is useful and helpful in the advancement of automatic image 
understanding, with applications in accessibility tools, content indexing (organising and categorizing content) 
and automated reporting systems. 
Keywords: Image Captioning, Deep Learning, BLIP Model, Transformers, Optical Character Recognition 
(OCR), NLP. 
 

INTORDUCTION 

Image captioning is a quickly advancing field in artificial intelligence (AI) that links the NLP. It involves 
generating meaningful textual descriptions of images, allowing machines to observe, analyze, interpret and 
communicate visual content effectively. It is instrumental in automating the generation of text content, 
surveillance tasks, and managing the digital media files within an organization. 

The standard approach to converting images into text relies on rule-based systems and crafted features 
which are not enough for dealing with intricate visual problems. Nonetheless, the introduction of computer 
captioning has undergone tremendous advancements in precision, contextual application with the 
appearance of transformer models. 

With the BLIP (Bootstrapping Language-Image Pre-training) model image captioning is further enhanced by 
the addition of a description understanding component which its semantics. Furthermore, the system uses 
Easy OCR for image-to-text recognition where the images have text and differentiates between natural 
image description and texted description. 
The implementation of the proposed model is conducted with the aid of Python in conjunction with various 
frameworks such as Hugging Face Transformers, Easy OCR, OpenCV, and Streamlit to achieve fast, appealing, 
and rich user interaction and experience. 
 By make use of a pre-trained model, the system accomplishes high-quality, context-aware caption 
generation without extensive computational resources for training. 
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These papers provide a detailed analysis of the methodologies, model architecture, dataset preparation, 
implementation, evaluation, and potential applications of the proposed system. The results display and 
demonstrates, how deep learning-based image captioning can significantly improve automated content 
generation, accessibility, and multimedia indexing. 

 

 Figure: A politician receives a gift from politician. 

LITERATURE REVIEW 

Image captioning is an interdisciplinary research domain that combines computer vision and natural language 
processing numerous concepts and techniques have been suggested to improve the accuracy of automatic 
image-to-text conversion, this paragraph explores the most important developments in image captioning 
with a particular utilize on classical methods, techniques based on deep learning, as well as the impact of 
transformer models.  Others developed languages on top of pictures that might serve as captions and 
attempt to implement statistical learn based algorithms that can generate captions based on many parts of 
the photo. 

The oldest methods and even the most popular ones involve template-based or rule-based methods. 

a. Captioning for Images Has Traditional Approaches: Template or rule-based Previous captioning 
approaches mostly concentrated on syntax structures and manually designed extractors to caption 
images. Here’s are other noteworthy conventional approaches 

b. Histogram-based methods: Used image histograms for interpretation or processing of the colour, 
texture, and shape for scenes. 

c. Bag-of-Words (BOW) models: Represented described pictures as feature vectors and mapped those to 
caption images. 

d. Ontology-based approaches: Used manually curated knowledge bases to describe images While these 
methods performed well on limited datasets, they failed to generalize on multifaceted diverse and 
complex real-world images 

 
Machine Learning-Based Approaches: 
With the rise of machine learning, early neural networks and statistical methods such as Hidden Markov 
Models (HMMs), Conditional Random Fields (CRFs) were used for generation of captions. These models 
extracted image features using handcrafted techniques like Scale-Invariant Feature Transform (SIFT) and 
Histogram of Oriented Gradients (HOG 
This method is necessary extension feature engineering and struggled to handle variations in object 
positioning, lighting conditions, and occlusions. 
Deep Learning-Based Approaches: Deep learning revolutionized the image captioning with the introduction 
of CNN and Recurrent Neural Networks (RNNs). The most widely used deep learning-based frameworks. 
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METHODOLOGY 

Project’s methodology includes a hybrid image captioning system which combines deep learning image 
understanding using BLIP, and optical character recognition using EasyOCR to produce context specific 
descriptions. The proposed system is designed with a systematic workflow for data processing, model 
selection, training, and deployment to guarantee efficient and accurate caption generation. 

System Architecture: 

The high levels architecture is comprised of the following main parts. 

Image Captioning System is Composed of Three Modules.  

Module 1: Pre-Captioning Processing (PCP) Receives images that need text captioning and prepares them for 
OCR module. Resizes, normalizes, and denoises the image to facilitate recognizing the intended text and 
understanding the relevant scene.  

Module 2: Element Recognition In this module, the EasyOCR is used to recognize and read the text embedded 
in the image. Refinement of detected text is done to ensure it makes sense and can be used in the captions 
for contextual elements. 

Module 3: Caption Construction and Analysis Module The module incorporates semantic captioning using 
BLIP (Bootstrapped Language-Image Pretraining). Uses the text pulled from OCR enables the image semantic 
caption to be better understood. Caption Refinement & Synthesis Module: Pulls together the information 
obtained from a scene and used text from the OCR. Analyse the text for grammatical accuracy, coherence, 
and appropriate contextual relevance. User Interface & Deployment: The proposed model is presented 
through a web interface such as Streamlit, Hugging Face, and others. Allows users to upload images and 
receive automatically generated captions in real- time 
 

Steps in Methodology 

Step1: Data Collection & Pre-processing 

Pre-process images by resizing, normalization, and noise removal to enhance text readability. Expand the 
dataset utilizing synthetic variations to enhance model stability. 
 
Step2: Optical Object Recognition Processing 
 
Text extraction from images through EasyOCR. Use filtering techniques to eliminate irrelevant text and noise. 
 
Step 3: Captioning Images with BLIP 
 
Caption generation using BLIP (Bootstrapped Language-Image Pretraining). Run the image through a 
transformer-based model for scene description captioning. 
 
Step 4: Caption Integration and Refinement 
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Integrate scene-based captions generated through BLIP with text extracted through the OCR procedure. 
Employ LLMs with capabilities like GPT for caption coherence adjustment. 
 
Step 5: Post-Training Optimization and Training the Model 
 
The captioning model was trained using a supervised learning paradigm where labelled image-text pairs were 
fed to the model. After achieving reasonable accuracy, further optimize parameters for improved text 
recognition and relevance of captions to images. 
 

[Tools & Technologies Used] 

 
 
 

Components Technology Used 

Image Processing OpenCV, PIL 

OCR Extraction EasyOCR, Tesseract 

Caption Generation BLIP (Hugging Face 
Transformers) 

Model Training PyTorch, TensorFlow,
Transformers 

Deployment Streamlit, Hugging Face, 
Render 

 
Web Interface 

Streamlit, Gradio 

 

PROBLEM STATEMENT 
 
Image Captioning have faced many challenges to generating accurate, context-aware, and meaningful 
descriptions of the images. Most of traditional and deep learning-based captioning models primarily focus 
on visual scene understanding but fail to acknowledge, recognize and includes text present in images In terms 
of real-world applications, this limitation is valid for ones like document analysis, street sign recognition, 
educational tools, and technologies for assisting disable person. 
 
CONCLUSION & RESULT 

The sheer essence of image captioning and the required OCR illustrates one major development in vision 
and NLP. This study uses smart computer tools to write good captions for pictures. It works by putting 
together two tools: EasyOCR (which reads words in pictures) and a transformer model (which writes about 
the picture). The system looks at pictures and reads any words in them. Because of this, it can be used in 
many ways—like helping make content, helping people with disabilities, or saving old pictures and books. 
One big success of this work is mixing both reading and writing tools in a smart way so the captions make 
more sense. The system runs on websites and cloud apps, so people can use it easily and quickly. Also, the 
language part was improved to make the captions sound more like how real people talk. 
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The new system was tested on 80 pictures. These pictures had both nature scenes and some words in them. 
The system got about 75% correct in making good and smart captions by using reading (OCR) and deep 
learning. The Streamlit website made it easy for people to upload pictures and get captions quickly. 
 
 
 
 
FUTURE SCOPE 

a. This project uses two smart tools: one tells what is in a picture, and one reads words in a picture. 
Putting them together makes it more powerful. 

b. In the future, this project can work better, faster, and be easier to use. 
c. We can make the model smarter. It can learn more and give better answers. 
d. We can use better OCR tools like Google Vision or Tesseract. These can read words from blurry pictures 

more clearly. 
e. We can train the system to read and also talk about pictures. This can help blind people understand 

what is in a picture. 
f. We can use smarter AI like GPT-4 or Gemini. These can give better and longer picture captions. 
g. We can train the system with special images like medical photos, road signs, old books, or school 

pictures to make it even smarter. 
h. Multilingual Captioning: Expanding beyond English to support multiple languages (Hindi, French, 

Spanish, etc.), making the tool globally accessible. 
i. Adaptive Captioning: Using reinforcement learning that allow the model to improve dynamically 

based on user’s feedback. 

Real-Time Deployment & Optimization: 

a. Faster Inference on Edge Devices: Deploying the model on mobile devices (Android, iOS) using 
TensorFlow Lite or ONNX Runtime for offline image captioning. 

b. Cloud-Based API Service: Hosting the model as an API like Hugging Face Inference API, enabling 
integration with various applications. 

c. Hardware Acceleration: Utilizing TPUs (Tensor Processing Units) for faster processing and energy- 
efficient AI deployment. 

Business & Industrial Applications: 

a. E-commerce & Product Recognition: Auto-generating captions for e-commerce product listings based 
on image and label information. 

b. Archiving & Document Understanding: By Using this model for automatic metadata generation in 
digital libraries, museums, and historical archives. 

Security and Cameras:  
This project helps make CCTV cameras smarter. It can read signs, car number plates, or emergency 
directions by itself. This makes places safer. 

Good and Safe Use of AI: 

a. Caring for the Earth:  
We teach the computer not to make wrong or unfair captions. We use good and fair data to train it. 

COMPUTER RESEARCH AND DEVELOPMENT (ISSN NO:1000-1239) VOLUME 25 ISSUE 5 2025

PAGE N0: 205



b. Keeping Data Safe:  
We make sure all pictures are kept safe. The computer will not share or misuse private pictures. 

c. Saving Energy:  
We make the computer work in a smart way. It does not use too much power. This helps save energy and 
protect the Earth. 
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