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Abstract  

In the context of our country, script recognition is a complex task because of more number of 

prevailing scripts and that many of the official documents are multiscript in nature, English is 

being commonly used along with regional script. Hence, it is pre-requisite to identify the script 

in the document and then feed the document to respective OCR for further processing.   

1. Introduction 

Script identification refers to the automatic identification of the language or cultural 

background of a text through computer technology. It emerged to deal with linguistic diversity 

and cultural differences in the process of globalization and to provide basic support for text 

translation, information extraction, and cultural exchange. With the acceleration of 

globalization and the development of Internet technology, more and more information and 

data involve multiple languages and cultural backgrounds. However, manual processing and 

management of this cross-language and cultural information can no longer meet the needs. 

Computer scientists have been studying how to use computer technology for script 

identification, improve the efficiency and accuracy of information processing, and better 

understand and manage cross-language and cultural information. Script identification has a 

wide range of practical applications, such as online archiving of multilingual scene images, 

product image search [1], multilingual machine translation [2], scene image understanding 

[3], etc. Script identification technology plays a vital role in the Optical Character Recognition 

(OCR) recognition process [4]. Its greatest significance is that it can help to identify the 

corresponding language, and further select the best text recognition [5,6,7] model to realize 

multilingual automatic processing. Script identification can help people better process text 

information involving multiple languages and improve the efficiency and accuracy of 

information processing. Script identification in natural scenes refers to the identification of 

different language types such as the language or dialect to which the text belongs in the real 

world, so as to perform related processing and analysis. Different script categories include 
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Arabic, Hindi, Bengali, and Telugu, among others. As shown in Figure 1, different scripting 

languages have different character structures. Script identification encounters significant 

challenges when dealing with scene text images, which differ significantly from document 

print [8] images for the following main reasons: 

 

 

                                      Figure 1. Sample dataset example. 

2. Related Works 

The script identification process mainly includes preprocessing, feature extraction, and 

classification. For machine learning methods, the preprocessing part is also very important, 

but for deep learning methods, some preprocessing steps can be directly omitted. In recent 

years, script identification methods have developed rapidly in both machine learning and deep 

learning. Traditional manual feature extraction methods mainly include Local Binary Pattern 

(LBP) [9], Histogram of Oriented Gradients (HOG) [10], and Gray Level Co-occurrence 

Matrix (GLCM) [11], etc. These methods mainly extract the texture, color and other 

information of the text area for classification and identification. Although these methods have 

certain effects, because their feature extraction process is based on human experience, they 

cannot fully and effectively express the feature information of the text, so there are certain 

limitations in practical applications. Deep learning methods mainly include convolutional 

neural network (CNN) [12], recurrent neural network (RNN) [13], attention mechanism [14], 

etc. These methods mainly learn the features of text directly from raw data by end-to-end 

training on text images, so they have a good generalization ability. In recent years, deep 

learning methods have been widely used in the field of script identification in natural scenes 

and achieved good results. Technical research on script identification began in 1990, and there 

are many traditional machine learning methods. At the end of the 20th century, Spitz et al. 

[15] proposed for the first time to divide text images into two categories according to Chinese 
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and Latin and successfully identified three languages, Chinese, Japanese, and Korean, by 

analyzing the optical density distribution. In 2010, Padma [16] used the gray level co-

occurrence matrix of wavelet transform coefficient subbands to extract Haralick texture 

features and used them for language identification of machine-printed text. Ferrer et al. [17] 

used LBP texture features to describe the stroke direction distribution of text characters in 

2013 and used them as features of text images to classify them through SVM linear classifiers. 

In the same year, Rani et al. [18] used directional frequency-based Gabor features and gradient 

features based on individual character gradient information to identify multi-font and multi-

size characters and used multi-class support vector machines for classification. Shivakumara 

et al. [19] used gradient angle segmentation to segment text words in document images in 

2014 and generated candidate features for language identification. Mukarambi et al. [20] 

proposed a method based on LBP features in 2017 for language identification of Kannada, 

Indian, and English text images captured by cameras, and the method showed good 

identification results. The experimental results of these methods show that script identification 

technology has made remarkable progress. The application of deep learning methods in 

language identification is developing rapidly. Gomez et al. [21] used methods such as 

convolutional features and naive Bayesian classifiers to learn the stroke features of text, 

paying special attention to the discriminative features of small strokes in the fine-grained 

framework. Its method achieves state-of-the-art results in the task of text-image-genre 

identification in natural scenes. At the same time, Mei et al. [22] combined the convolutional 

neural network and the recurrent neural network by means of feature sequence labeling, and 

designed a network model that can be trained end-to-end. It improves the semantic 

information and long-term spatial dependence of extracted text image features, making the 

model perform well in language identification tasks. Zdenek et al. [23] developed a new 

method that combines local convolutional triplet features and a visual bag-of-words model, 

enabling the model to obtain a more descriptive vocabulary and enhance the low-resolution 

ability of weak feature descriptors. It has shown competitive performance in script 

identification. Ankan et al. [24] proposed a convolutional recurrent neural network based on 

the attention mechanism, which fuses the global features and local features of text images 

through dynamic weighting, and demonstrates the performance of the model in scene text and 

video text images. Meanwhile, Cheng et al. [25] developed a local patch aggregator-based 

convolutional neural network model that considers the prediction scores of local patches to 

learn more discriminative feature information. This makes the model play an important role 
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in the classification of similar texts and has achieved excellent performance. Shi Baoguang et 

al. [26] introduced the discriminative clustering algorithm into the convolutional neural 

network, designed the DiscCNN network model, and effectively captured the detailed 

differences in various languages. The multivariate time series classification method proposed 

by Karim et al. [27] is composed of Long Short-Term Memory (LSTM) and Fully 

Convolutional Network (FCN), and the effect of adding an attention mechanism is better. Fujii 

et al. [28] used Encoder and Summarizer to extract local features, which were fused by an 

attention mechanism to reflect the importance of different patches. 

 

3. Proposed Method  

In this work, we have used LBP for feature extraction and for Classification using SVM and 

KNN.  

3.1 Local Binary Pattern (LBP) operator 

Local Binary Pattern were first described in the year 1994 in a paper "Performance 

evaluation of texture measures with classification based on Kullback discrimination of 

distributions by Ojala et al.,[11] to characterize the spatial structure of the local image 

texture. It has since then been found to be a powerful feature for texture classification. Many 

versions of LBP have been defined in literature. The LBP feature vector, in its simplest form, 

is described as follows. The Local Binary Patterns operator is computed in a local circular 

region by taking the difference of the centre pixel with respect to its neighbors  

 

 

 
Figure 2: The Circular (8, 1), (16, 2) and (8, 2) neighborhoods. The pixel values are 

bilinearly interpolated whenever the sampling point is not in the center of a pixel 

Now for the central pixel with coordinate (x, y), the coordinates of uniformly spaced circular 

neighborhood can be obtained as (x+Rcos(2πp/P), y-Rsin(2πp/P)) for p = 0,1,2,….P-1. In 

case of non-integer values of the neighboring coordinate a bilinear interpolation is used for 
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estimation of pixel value. Fig.5.1 shows some examples of the LBP operator, where the 

notation (P, R) denotes a neighborhood of P sampling points on a circle of radius of R. The 

most fundamental structure from the LBP has been extracted by using the concept of uniform 

pattern or a local binary pattern in which the binary code contains at most two transitions 

from 0 to 1 or vice versa. In uniform LBP mapping there is a separate output label for each 

uniform pattern and all the non-uniform patterns are assigned to a single label. Thus, the 

number of different output labels for mapping for patterns of P bits is P (P − 1) + 3. For 

instance, the uniform mapping for neighborhoods of 8 sampling points as shown in Fig.5.2 

will produce 59 output labels. Similarly, for neighborhoods of 16 sampling points it would 

be 243 labels. There are mainly two reasons for omitting the non-uniform patterns. The first 

reason is the most of the local binary patterns in natural images are in uniformed. The second 

reason for considering uniform patterns is the statistical robustness. Use of uniform patterns 

instead of all the possible patterns have often lead to better recognition in many applications, 

as they are more stable and less prone to noise. Accordingly, the number of possible LBP 

labels are significantly lowered by considering only uniform patterns leading to the reliable 

estimation of their distribution with fewer samples. The original rotation invariant LBP is 

achieved by circularly rotating each bit pattern to the minimum value. For instance, the bit 

sequences 1000011, 1110000 and 0011100 arising out of different rotations of the same 

local pattern correspond to the normalized sequence 0000111. Texture of a script is a unique 

feature that can be used to identify the script type. Since, LBP operator captures statistical 

based texture features and robust to the change in neighborhood intensity values. LBP can 

be used effectively for script type identification. In this chapter, we proposed script type 

identification method by using LBP for feature extraction. Performing connected component 

analysis on handwritten document images [96], lines are extracted and features are computed 

using LBP operator. Block diagram of the proposed method is shown in the Fig 3.  
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Figure 3: The 58 different uniform patterns in (8, R) neighborhood 

 
 
 

 

 

 

Figure 4: Block diagram of the proposed method 
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LBP is a gray-scale invariant texture measure, derived from a general definition 

of texture in a local neighborhood. LBP operator produces a binary code by thresholding 

a 3x3 neighborhood by the gray value of its center. The histogram of these labels can 

also be used as a texture descriptor. Most important property is that LBP operator is 

robust to monotonic gray-scale changes caused and it has the advantage of simple 

implementation. Many related approaches based on the original implementation have 

been developed for texture and color texture segmentation. The procedure for computing 

the binary code is as follows. In its basic form of implementation, LBP operator takes 3 

x 3 neighborhood of a pixel and generates a binary 1 if the neighbor of the center pixel 

has the larger value than the center pixel. The operator generates a binary 0 if the 

neighbor is less than the center. For 8- neigborhood, an 8-digit binary number is 

generated which is represented as unsigned integer, making it a compact description. An 

example of binary code generation is given in figure 5. 

 

 
                                     Figure 5 :  Calculating the LBP code 

 

3.2 Classification 

Classification of the script type is carried out using KNN and SVM classifiers. The KNN is 

a lazy classifier that compares the test image feature vector with that of feature vector of all 

the images used for training and labels the test image to be of a specific script type using 

Euclidean distance measure. The SVM classifier is a supervised learning method. Given a 

labeled training data (supervised learning), the algorithm outputs an optimal hyperplane 

which categorizes new examples. 

3.2.1 SVM Classifier 

 
The SVM is a discriminative model classification technique that mainly relies on two 

assumptions. First, transforming data into a high-dimensional space may convert complex 
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classification problems (with complex decision surfaces) into simpler problems that can 

use linear discriminate functions. Second, SVMs are based on using only those training 

patterns that are near the decision surface assuming they provide the most useful information 

for classification. In its basic form, SVM obtains the optimal boundary of two sets in a vector 

space independently on the probabilistic distributions of training vectors in the sets. Basically, 

Support Vector Machines (SVM) [99] is defined for two-class problem (Figure 5.5) and it 

finds the optimal hyper-plane which maximizes the distance, the margin, between the nearest 

examples of both classes, named support vectors (SVs). Given a training database of M data{ 

xm | m=1, . . ., M},the linear SVM classifier is defined as: 

F(x) = Σ αj xj . x + b Eq. 2 
 
where {xj} are the set of support vectors and the parameters j and b have been 

determined by solving a quadratic problem. 

 

 
  Figure 6: Two class linear classification. The support vectors are indicated with crosses 

The linear SVM can be extended to a non-linear classifier by replacing the inner product 

between the input vector x and the SVs xj, through a kernel function K defined as 

K(x, y) = ϕ(x) . ϕ (y) Eq. 5.3 
 
This kernel function should satisfy the Mercer's Condition. The performance of SVM 

depends on the kernel used. A number of simple kernels include polynomial SVM, Radial 

Basis Function (RBF) SVM, and Two-layer neural network SVM. We have chosen RBF 

(Gaussian) kernel due to its better performance compared to other kernels. A SVM based 

classifier contracts all the information contained in the training set relevant for classification, 

into the support vectors. This procedure reduces the size of the training set by identifying its 

most important points. The SVM is applied to our multiclass script recognition problem by 

using one-versus-rest type method. More detailed treatment on principles and applications of 
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SVM can be found elsewhere [100]. 

 
3.2.2 Feature Extraction algorithm 

Input: pre-processed line level binary image 

Output: LBP feature vector 

Divide the image into 3x3 cells and for each cell compute the compact representation 

of LBP operator generated binary code. Compute the histogram of each cell with 

combination of pixel smaller and greater than the centre pixel value. 

Normalize the histogram to neighborhood pattern of (8, R), where R=1. 

Feature vector of entire window is obtained by concatenating histogram of each cell 

having 59 uniforms pattern (out of 256). 

 

 
Binary image LBP image 

 

                                               FIGURE 7: Sample Binary and LBP images 

 

3.3 Experimental Results 

Experiments are carried out on scripts types viz, Kannada, Hindi, Urdu, Malayalam, Punjabi, 

Telugu, Tamil, Oriya and English respectively. A total of 230 handwritten documents are 

considered for experimentation. Preprocessing and segmentation of non-overlapping line is 

carried out using our earlier work described in chapter 3. Text lines with only 40% of 

occupancy of text are rejected by considering it as not a complete line. Sample images of text 

lines rejected are shown in Fig 5.7, 630 text line images are used to test the proposed method. 

The overall recognition accuracy obtained using K-NN classifier is 92.63% and 94.9% 
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accuracy is obtained using SVM classifier. Two-fold cross-validation is performed for 

computing the accuracy of the classification results. The details of the results obtained for bi-

script documents are presented in Table 5.1. The results obtained for tri-script classification 

is shown in Table 5.3. SVM classifier performs better over KNN classifier. 

Table 1: Bi-Script Classification Using KNN and SVM classifiers 

 

Sl. No. Script KNN 
Recognition 

in % 
SVM 

Recognition 
in % 

1 
Kannada 92.86 

95.71 
95.71 

97.85 
English 98.57 100 

2 
Hindi 98.57 

98.57 
100 

99.28 
English 98.57 98.57 

3 
Malayalam 92.86 

93.57 
95.71 

90.71 
English 94.29 85.71 

4 
Oriya 92.86 

90 
98.57 

95 
English 87.14 91.43 

5 
Punjabi 90 

90 
95.71 

92.85 
English 90 90 

6 
Tamil 94.29 

91.43 
95.71 

90.71 
English 88.57 85.71 

7 
Telugu 95.71 

94.96 
100 

97.85 
English 94.21 95.71 

8 
Urdu 91.43 

90.71 
100 

93.57 
English 90 87.14 

Over all Recognition 
accuracy in % 

 
93.12 

 
94.73 

 

Table 2: Confusion Matrix for Bi-Script Classification using SVM 

 
 

Script Kannada English Recognition in % 

Kannada 67 3  
97.85 

English 0 70 
 
 

 
Script Hindi English Recognition in % 

Hindi 70 0  
99.28 

English 1 69 

 
 

 
Script Malayalam English Recognition in % 
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Malayalam 67 3  
90.71 

English 10 60 

 
 

 
Script Oriya English Recognition in % 

Oriya 69 1  
95 

English 6 64 

 
 

 
Script Punjabi English Recognition in % 

Punjabi 67 3  
92.85 

English 7 63 

 
 

 
Script Tamil English Recognition in % 

Tamil 67 3  
90.71 

English 10 60 

 
 

 
Script Telugu English Recognition in % 

Telugu 70 0  
97.85 

English 3 67 

 
 

 
Script Urdu English Recognition in % 

Urdu 70 0  
93.57 

English 9 61 

 

Table 3: Tri-Script Classification Using KNN and SVM classifiers 

 

Sl. No. Script KNN 
Recognition 

in % 
SVM 

Recognition 
in % 

 
1 

Kannada 95.71  
96.66 

92.86  
97.14 Hindi 98.57 100 

English 95.71 98.57 
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2 

Malayalam 100  
92.86 

100  
94.76 Hindi 84.29 94.29 

English 94.29 90 

 
3 

Oriya 95.71  
90.47 

97.14  
94.29 Hindi 88.57 94.29 

English 87.14 91.43 

 
4 

Tamil 98.57  
87.62 

100  
90.01 Hindi 91.43 88.59 

English 72.86 81.43 

 
5 

Telugu 97.14  
93.81 

100  
98.57 Hindi 91.43 100 

English 92.86 95.71 

 
6 

Urdu 97.14  
91.43 

100  
95.71 Hindi 88.57 98.57 

English 88.57 88.57 

Over all Recognition 
accuracy in % 

  
92.14 

  
95.08 

Table 4: Confusion Matrix for Tri-Script Classification using SVM 

 

 
Script Kannada Hindi English Recognition in % 

Kannada 65 1 4  
 

97.14 Hindi 0 70 0 

English 0 1 69 

 
 

 
Script Malayalam Hindi English Recognition in % 

Malayalam 70 0 0  
 

94.76 Hindi 0 66 4 

English 1 6 63 

 
 
 

 
Script Oriya Hindi English Recognition in % 

Oriya 68 0 2  
 

94.29 Hindi 0 66 4 

English 0 6 64 
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Script Tamil Hindi English Recognition in % 

Tamil 70 0 0  
 

90.01 Hindi 0 62 8 

English 5 8 57 

 
 

 
Script Telugu Hindi English Recognition in % 

Telugu 70 0 0  
 

98.57 Hindi 0 70 0 

English 0 3 67 
 

 
Script 

 
Urdu 

 
Hindi 

 
English 

 
Recognition in % 

Urdu 70 0 0 
 
 

 
95.71 Hindi 0 69 1 

English 1 7 62 

 

FIGURE 8: Samples images of text lines rejected 

 

4. Summary 
 

Script type identification using LBP, a powerful feature for texture classification, 

has been presented in this chapter. Experiments are performed on script images at line, 
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word, and block level. Classification results are computed using KNN and SVM 

classifiers at bi-script and tri-script level. For images of text line, K-NN yielded overall 

accuracy of 92.63%, and SVM yielded over all accuracy of 94.91%. For word level 

images, K-NN yielded overall accuracy of 92.28%, and SVM yielded over all accuracy 

of 95.77%. Finally, for block level images, of 512x512 pixels having 3-lines, 4-lines 

and more than 4-lines of text, K-NN yielded 98.46 % accuracy and 99.5% accuracy was 

observed with SVM. It is observed that performance of SVM classifier is better over K-

NN classifier in terms of overall recognition of script type identification in all the image 

types. 
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