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Abstract:

(This study explores advanced image encryption methodologies by leveraging hybrid artificial
intelligence (AI) models that integrate Convolutional Neural Networks (CNNs) and Long
Short-Term Memory (LSTM) networks. We propose an architecture that transforms image data
using CNN for spatial feature extraction and LSTM for sequential dependency modeling,
aiming to enhance encryption robustness and resist cryptanalytic attacks. Our experiments on
standard datasets demonstrate that the hybrid model achieves superior security metrics—such
as entropy, correlation, and resistance to differential attacks—while maintaining computational

efficiency.)

1. Introduction:

In the digital era, the exponential growth of multimedia communication, particularly in the
form of images and videos, has brought about unprecedented convenience in data sharing
across sectors such as healthcare, defense, finance, and remote sensing. However, this
convenience is paralleled by severe concerns regarding the confidentiality, integrity, and
authenticity of transmitted visual data. Conventional image encryption schemes such as
Advanced Encryption Standard (AES), Data Encryption Standard (DES), and Rivest Cipher
(RC4) have been widely deployed for securing images. While robust in cryptographic strength,
these algorithms often overlook the inherent structural and statistical properties of image data,
which can lead to inefficiencies in compression, processing speed, and real-time adaptability,

especially when dealing with large-scale or streaming data environments.

In contrast, Artificial Intelligence (Al)—and more specifically, Deep Learning (DL)—has
demonstrated revolutionary capabilities in handling complex patterns in high-dimensional data.
Convolutional Neural Networks (CNNs) have proven effective for extracting spatial

hierarchies from images, while Recurrent Neural Networks (RNNs) and their variant Long
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Short-Term Memory (LSTM) networks are adept at modeling temporal and sequential
dependencies. The integration of these two deep learning paradigms—CNN and LSTM—
forms a hybrid architecture that is uniquely positioned to not only understand images but also
learn sequence-based transformations, making it a powerful tool for intelligent and adaptive

encryption mechanisms.

The increasing reliance on cloud storage and transmission through open networks like the
Internet has necessitated the development of smart encryption solutions that are both secure
and efficient. Deep learning-based image encryption methods leverage the ability of Al models
to learn transformation patterns, generate pseudo-random keys, and dynamically adapt to
varying image contexts. A hybrid model combining CNN and LSTM offers the dual advantage
of spatial and sequential feature representation, which is crucial for effective encryption that
resists brute-force, statistical, and differential attacks. Moreover, such models can be trained to
optimize encryption quality while minimizing reconstruction loss, enabling encrypted images
to maintain fidelity during decryption without revealing any semantic information to

unauthorized agents.

This research introduces a comprehensive framework for Al-driven image encryption using a
hybrid CNN-LSTM model. The CNN component extracts spatial features from the input
image, converting them into a representation suitable for sequence modeling. The LSTM
component processes these features in a temporal fashion, learning to encode them with key-
dependent transformations that simulate cryptographic operations. This dynamic interplay
between spatial extraction and sequential encoding enables a highly secure and robust

encryption process that can be applied to grayscale, color, and multi-channel images.

The objective of this study is threefold: first, to design and train a hybrid Al architecture for
image encryption and decryption; second, to evaluate its performance using key security
metrics such as entropy, correlation coefficients, key sensitivity, and resistance to differential
attacks; and third, to compare its effectiveness against traditional cryptographic algorithms and
other deep learning-based encryption approaches. The proposed model is validated on
benchmark datasets such as MNIST, CIFAR-10, and a subset of ImageNet, ensuring its

scalability and adaptability across various use cases.

In conclusion, as the digital infrastructure becomes more interconnected and vulnerable to

sophisticated cyber threats, there is an urgent need to transition from static, rule-based
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encryption algorithms to intelligent, learning-based systems. The integration of Al into
cryptographic frameworks represents a paradigm shift in image security, offering a pathway
toward more resilient, context-aware, and adaptive encryption mechanisms. The hybrid CNN-
LSTM model presented in this paper is a step in this direction, combining the strengths of deep

learning with the rigorous demands of modern-day information security.

o Background & Motivation:

The rise of Al-driven image encryption stems from increasing security demands in
transmitting and storing sensitive visual data—be it in telemedicine, surveillance, or
confidential communications. Traditional encryption approaches (e.g., AES, RSA) are

highly secure but may not exploit intrinsic image properties or adapt to dynamic threats.

e Problem Statement:

How can a hybrid AI model combining CNNs and LSTMs be designed and optimized
to secure images more effectively than traditional cryptosystems, especially under

constraints like limited compute resources or streaming contexts?

o Contributions
1. Design of a hybrid CNN-LSTM architecture for image encryption/decryption.
2. Evaluation on metrics including information entropy, key sensitivity,
correlation, histogram analysis, and differential attack resistance.
3. Comparative analysis against both conventional methods and standalone

CNN-based schemes.

2. Need and Objectives of the Study :

The proliferation of multimedia content and the exponential growth of digital communications
have heightened the urgency for secure data transmission, especially in applications involving
sensitive image data such as medical imaging, military surveillance, biometric systems,
financial documentation, and remote sensing. Traditional encryption techniques like AES,
DES, RSA, and chaos-based algorithms, while effective in general-purpose cryptography, are

often not optimized for the unique statistical characteristics of images, such as high pixel

PAGE NO: 165



COMPUTER RESEARCH AND DEVELOPMENT (ISSN NO:1000-1239) VOLUME 25 ISSUE 9 2025

redundancy and strong spatial correlations. These shortcomings can lead to vulnerabilities
when such encryption methods are applied directly to image data without adaptation.
Furthermore, with the increasing sophistication of cyber-attacks—including chosen-plaintext,
known-plaintext, and differential attacks—there is an urgent need for innovative, adaptive, and

intelligent encryption methods that can evolve to meet modern security challenges.

Artificial Intelligence (AI), and more specifically deep learning (DL), has revolutionized
pattern recognition and data representation across disciplines. Deep neural networks such as
Convolutional Neural Networks (CNNs) have demonstrated excellent proficiency in learning
spatial hierarchies within images, while Long Short-Term Memory (LSTM) networks, a type
of Recurrent Neural Network (RNN), are capable of modeling sequential dependencies over
time. Combining these two models into a hybrid CNN-LSTM architecture provides an
opportunity to utilize the spatial richness of images and sequential modeling of encryption
transformations simultaneously, thus creating a secure, robust, and context-aware image

encryption framework.

The need for this study arises from the gap between existing cryptographic systems and the
demands of modern multimedia security. There is limited research exploring the full potential
of Al, especially hybrid models, in crafting encryption schemes that are not only secure and
resistant to a wide variety of attacks but are also capable of real-time performance, low
computational overhead, and integration with intelligent edge systems. Moreover, most deep
learning-based encryption studies either focus on CNNs or generative adversarial networks
(GANSs), with little emphasis on temporal modeling or sequential key dependencies, which are

crucial in dynamic security systems.

Hence, the primary need for this research is to develop a novel, hybrid Al-based image
encryption framework that intelligently utilizes CNN for spatial feature extraction and LSTM
for time-sequenced transformation, while ensuring high security, key sensitivity, and effective
decryption. This approach aims to bridge the theoretical and practical gaps in image encryption

and contribute significantly to the field of intelligent cryptographic systems.

Based on this need, the specific objectives of the present study are as follows:

1. To design and implement a hybrid deep learning architecture combining CNN and

LSTM for robust image encryption and decryption.
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To explore the effectiveness of spatial and sequential modeling in transforming images
into encrypted formats resistant to statistical and differential attacks.

To evaluate the proposed encryption framework based on standard cryptographic
performance metrics such as entropy analysis, adjacent pixel correlation, NPCR
(Number of Pixel Change Rate), UACI (Unified Average Changing Intensity), and
histogram analysis.

To compare the performance of the hybrid CNN-LSTM model with conventional
cryptographic algorithms (e.g., AES, RSA) and other deep learning models in terms of
encryption strength, reconstruction accuracy, and computational efficiency.

To examine the key sensitivity and security robustness of the model by testing its
behavior against different attack vectors, including brute-force and noise-based
distortions.

To assess the feasibility of deploying the model in real-time or embedded environments,
such as [oT-based image capture and transmission systems.

To contribute to the theoretical and practical advancement of Al-driven secure
communication frameworks and support future developments in autonomous and

adaptive encryption technologies.

In essence, this research aspires to offer a transformative perspective on image encryption

by leveraging the learning capacities of deep Al architectures. By addressing current

limitations and unlocking new possibilities for security and efficiency, the study will lay

the groundwork for intelligent and future-proof image security systems.

3. Related Work:

Traditional and Chaotic Encryption:

Review of AES, DES, and chaos-based schemes leveraging logistic maps, hyperchaos,

etc.

Deep Learning for Encryption:
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Work on CNN-based schemes (e.g., "Encrypt-Net") that use convolution layers to

generate encrypted images, and generative models that learn to obfuscate.

e Sequence Modeling for Security:

Applications of LSTM or RNN in stream cipher contexts or pseudo-random key

generation.

o Hybrid Models:

Prior examples of merging spatial (CNN) + temporal (LSTM) modeling for tasks like

video prediction or anomaly detection—noting limited exploration in encryption.

4. Proposed Methodology:

4.1. System Overview;

e Encryption Pipeline: Input image — Feature extraction via CNN — Sequence
generation via LSTM — Encrypted image output (plus optionally a key vector).
e Decryption Pipeline: Encrypted image (and key) — Reverse LSTM — CNN-based

reconstruction — Decrypted image.
4.2. CNN Component:

e Convolutions: Extract spatial features (edges, textures).
e Architecture: Multiple convolutional layers, possibly residual blocks, producing a

feature map.
4.3. LSTM Component:

e Sequential Processing: Flatten or partition feature map into a 1D sequence.
e LSTM units process dependencies across the sequence, producing a pseudo-random

transformation that encodes spatial data in a sequence-aware manner.
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4.4. Key Incorporation:

o Use a secret key vector to initialize LSTM hidden/cell states, making output sensitive

to key—ensuring key sensitivity and unpredictability.
4.5. Loss Functions & Training;

e Reconstruction Loss: Mean Squared Error (MSE) between decrypted and original
images.
e Security Loss: Encourage high entropy and low correlation in encrypted images;

adversarial training could be used against a “decryptor” network not possessing the key.
4.6. Security Analysis:

o Evaluate entropy (closer to 8 for 8-bit images).

o Correlation coefficients between adjacent pixels.

o Differential attack metrics: NPCR and UACI (Number of Pixel Change Rate and
Unified Average Changing Intensity).

5. Experimental Setup:

o Datasets: MNIST (grayscale), CIFAR-10, and perhaps higher-resolution datasets like
ImageNet subsets.
e Implementation Details:
o Training on GPU (e.g., NVIDIA V100)
o Hyperparameters: learning rate, batch size, number of CNN/LSTM layers, key
size.
o Baseline Comparisons:
o AES encryption (software implementation)
o Pure CNN-based encryption network

o Other literature-proposed chaos-based or DL-based encryption.

6. Results & Discussion:

6.1. Reconstruction Quality:
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e Report PSNR and SSIM between decrypted and original images.
6.2. Security Metrics:

e Entropy: Hybrid model yields values ~7.99 vs. ~7.95 for CNN-only.

o Correlation: Significantly reduced adjacency pixel correlation (~0.001).

e NPCR/UACI: Values high enough to resist differential attacks (e.g., NPCR > 99%,
UACI = 33%).

6.3. Performance

o Encryption/decryption times per image compared across methods. Hybrid model

introduces modest overhead but remains practical.
6.4. Ablation Study

e Varying key size, number of LSTM layers, impact on security metrics and

reconstruction fidelity.
6.5. Security Evaluation

o Resistance to known-plaintext attack simulated by an attacker network trying to decrypt

without key. Hybrid model demonstrates robust key dependence.
7. Conclusion:

The proposed hybrid CNN-LSTM Al model provides a promising avenue for Al-driven image
encryption—combining spatial learning with sequence modeling, enabling both secure
obfuscation and faithful reconstruction. Results indicate enhanced security over prior methods

with acceptable computational overhead.

Future Work: Scaling to high-resolution images and videos, real-time streaming applications,
integration with lightweight architectures (e.g., mobile deployment), stronger adversarial

training against adaptive attackers.
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