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Abstract: 

In the modern digital landscape, protecting organizational information from cyber threats is essential. The 

continuous existence of complex attacks entails stronger security, comprehensive protocols, and 

monitoring systems. The proposed approach uses a hybrid Intrusion Detection and Prevention System 

(IDPS) deployed in the cloud environment, which impeccably consolidates Snort with a machine learning 

model such as “eXtreme Gradient Boosting – Whale Optimization Algorithm” (XGBoost-WOA), 

Isolation-forest, and external threat intelligence to enhance the detection capabilities. Our approach 

emphasizes real-time traffic to distinguish malicious and benign traffic by employing binary 

classification. The suggested work demonstrates a multistage detection and prevention of intrusions. For 

feasible analysis and functional validation of the proposed approach, experiments are being conducted in 

real-time, i.e., online and offline, using a dashboard to identify a wide range of attacks with an accuracy 

of 99.3% using XGBoost and 94% using Isolation Forest. It offers a novel perspective for the development 

of an intelligent, adaptive, and more effective IDPS capable of addressing evolving and complex threats 

in the cloud environment. 

Keywords: Intrusion Detection System (IDS), Prevention System (IPS), Honey Network, Snort, Machine 

learning, DDoS, Port Scan, Brute Force, Network Attacks, XGBoost, Gradient Boosting, Whale 

Optimization, Isolation Forest, Real-time, MaxMind, AbuseIPDB, Dashboard. 

1. Introduction 

The evolving cyber threats pose a significant risk to organizational data and infrastructure in the era of 

pervasive digital connectivity [1]. With increasing complexity and frequency of network attacks such as 

Port Scanning, Distributed Denial of Service (DDoS), and Brute Force attacks, traditional systems often 

fail to provide adequate protection[2]. One of the primary obstacles lies in identifying the malicious 

network traffic from the excessive benign traffic[3]. Additionally, this issue is associated with the class 

imbalance of network traffic datasets, which includes the number of benign instances exceeding the attack 

instances[4].  

Recent studies highlighted the challenges in transforming high-accuracy offline models into real-world 

operating environments[2]. Although numerous ML models outperform on existing datasets, integrating 

them with Snort is frequently constrained by rule compatibility and system overhead[5]. Over the recent 

past, DDoS attacks have grown in capacity, complexity, and purpose, posing a risk to the security and 

availability of resources[6]. NETSCOUT’s DDoS Threat Intelligence report reveals that almost 7.9 

million DDoS attacks were recorded in 2023, and the same trend continued in 2024 [7]. These attacks are 

commonly used to cause geopolitical disruption and are frequently used to target telecommunications and 
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government services. The increased frequency of these threats highlights the need for more effective and 

adaptive IDPS[8].   

To address these gaps, our research proposes an innovative cloud-enabled hybrid IDPS by integrating 

Signature-based detection using Modern Honey Network (MHN)-deployed Snort [9] and Anomaly-based 

detection on real-time traffic using the machine learning model, i.e., XGBoost-WOA. Snort is an open-

source, rule-based detection system backed by a large database, which enhances its efficiency in 

identifying only known attack patterns [10]. Therefore, it is recommended to use a combination of 

machine learning and Snort, which detects both known and unknown attacks.  

The XGBoost classifier is to be used in conjunction with WOA to enhance the performance and precision 

for intrusion detection [11]. The critical properties of high-dimensional datasets can be handled through 

automatic weight optimization and feature selection using WOA. In the imbalanced and diverse datasets, 

WOA refines the hyperparameters of XGBoost, which leads to enhanced detection precision and reduced 

overfitting [12]. Using WOA and XGBoost together provides a flexible, robust, and efficient method for 

analyzing traffic in real-time. This model's exceptional performance in handling skewed and complicated 

datasets with multidimensional features led to its selection for use in network traffic analysis [13]. Beyond 

that, it also handles missing values, supports parallel processing, faster training, and more accurate 

predictions than other traditional classifiers [14]. Combining Snort and an ML model with optimization 

techniques shows promising results in evaluating the IDPS. This methodology also incorporates external 

threat intelligence, which enhances the accuracy and other performance parameters. Moreover, the system 

effectively manages suspicious IPs by leveraging geolocation data and the reputation score of suspected 

IPs using AbuseIPDB [15] and MaxMind[16] to strengthen the detection procedure.  

The hybrid approach begins with MHN-Snort, a Signature-based detection, subsequently followed by the 

WOA-XGBoost model for anomaly-based classification, and concluding with alert prioritization using 

external threat intelligence. Thus, the proposed approach involves a multi-stage detection and prevention 

process. Finally, a monitoring tool, i.e., a dashboard that visualizes traffic with signature IDs, predicts 

data based on the model, and provides high-risk notifications in real-time, thereby facilitating analysis 

and prevention of attacks. A novel approach that incorporates Signature-based, anomaly-based, and 

reputation models that can be developed to address the growing need for a secure and intelligent IDPS. 

The proposed approach enhances accuracy, reduces false alarms, and makes dynamic predictions by 

integrating the XGBoost model and WOA features. 

The primary contributions of this research include: 

(1) The integration of a hybrid approach with a centralized trust and reputation system within an IDPS. 

(2) WOA application for automated feature selection and hyperparameter tuning of the XGBoost model. 

 (3) The validation of the approach using a dashboard in a simulated cloud-based environment using real-

time traffic enriched with threat intelligence.  

The remainder of the paper is structured as follows: Section 2 covers the literature review, Section 3 

outlines the proposed methodology, Section 4 presents the experimental setup, Section 5 covers the 

results, and Section 6 includes the conclusion with future research directions. 
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2. Literature Review  

The latest innovations of intrusion detection and prevention systems (IDPS) increasingly emphasize 

hybrid approaches that integrate signature-based with machine learning (ML) techniques for enhancing 

detection efficiency, especially when confronting evolving and complicated cyberattacks. This section 

covers recent studies in this field and contrasts their approaches and findings with our proposed hybrid 

approach. 

 

Amouri et al. [17]  presented a hybrid approach to IDS that effectively integrates KAN with the XGBoost 

algorithm. KANs use learnable activation functions to represent complex links in data, whereas XGBoost 

has been recognized for its extraordinary performance in classification functions. This ensemble 

methodology attained over 99% accuracy, precision, recall, and F1-scores inside IoT instances, 

demonstrating its effectiveness in managing dynamic and complex network traffic.  

Akif et al. [18] proposed a hybrid approach that integrates Random Forest, XGBoost, K-Nearest 

Neighbours, and AdaBoost to form a voting-based ensemble classifier. The approach uses the IoT-23 

dataset; the model attained outstanding performance, with precision, accuracy, recall, and F1-scores over 

99% in binary classification. 

 

Bamber et al. [19] conducted a comparative analysis of various deep learning classifiers, including LSTM, 

ANN, CNN-LSTM, BiLSTM, GRU, and BiGRU, and implemented Recursive Feature Elimination (RFE) 

with a Decision Tree (DT) classifier for feature selection. The CNN_LSTM exhibited exceptional 

performance on the NSL-KDD dataset, attaining an accuracy of 95%, a recall of 89%, and an F1-score of 

94%. Despite demonstrating competence in offline classification, their approach was found to be 

insufficient for anomaly detection functionalities and real-time alert processing. 

 

The AutoIDS model was suggested by Gharib et al. [20]. It is an unsupervised intrusion detection system 

that employs autoencoders to identify the fundamental patterns of network traffic. The model was 

designed to recognize zero-day attacks by exclusively training the model on benign data and analyzing 

reconstructive errors during testing. When the reconstructed error of an input surpasses a predetermined 

threshold, events are classified as intrusions. The model doesn't rely on labeled datasets, which can 

sometimes be inadequate or outdated, and it allows for flexibility in changing situations. The study 

showed that AutoIDS works well with the NSL-KDD and UNSW-NB15 datasets. It had accuracy that 

was as good as or better than existing ML models and very few false positives.  

 

Song et al. [11] proposed an IDS by combining the WOA with XGBoost. The KDD Cup 99 dataset was 

utilized for the experiment. The author employed Principal Component Analysis (PCA) for 

dimensionality reduction and to simplify the process of feature selection. Employing WOA to optimize 

feature subsets and modifying the XGBoost hyperparameters to enhance the detection efficiency and 

accuracy can improve the model.  

 

Modi and Patel [21] illustrated a security system specifically designed for a Cloud environment. The 

system uses Snort with Bayesian, Decision Tree, and Associative classifiers for the detection and 

prevention of intrusion. The system deploys IDS sensors on each host computer to detect coordinated 

attacks, thereby enabling distributed monitoring and correlating alerts over different cloud regions. The 

effectiveness of the system in detecting complex attacks was demonstrated through real-time traffic 

analysis and offline simulations. The approach highlights the significance of distributed detection and 

multi-classifier integration in enhancing the functionality of IDS in a dynamic environment. 
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Pramudya et al. [22] proposed a signature-based detection system by using Snort to protect network 

servers against attacks like DoS and network scanning attacks. The MIT-DARPA 1999 dataset was 

employed to evaluate the system. The system analysed over 1.2 million packets and operated at a speed 

of 83,494 packets per second. The results showed an accuracy of 98.10% and a 100% true positive rate, 

indicating the effectiveness of Snort in detecting known attack patterns in static datasets. 

 

Devan et al. [23] suggested a hybrid detection system that combines a Deep Neural Network (DNN) for 

feature selection and XGBoost for classification. The system was trained using the Adam optimizer, 

which included normalization, feature selection, and classification. It was implemented using Python and 

TensorFlow, and evaluated on the NSL-KDD dataset. The model outperformed traditional ML algorithms 

such as logistic regression, Naive Bayes, and SVM in detecting intrusion. 

 

Abdulganiyu et al. [24] Introduced a multi-model architecture, CWFLAM-VAE, to address the class 

imbalance issue in NIDS. The framework combines XGBoost, Variational Autoencoder(VAE), and Class-

Wise Focal Loss to generate attack samples while preserving the original features distribution. This 

approach improves the performance, especially for the least common attacks. NSL-KDD and CSE-CIC-

IDS2018 datasets were used for the evaluation of the model.  The model outperformed standard 

resampling algorithms like SMOTE, ADASYN, ROS, and RUS, and classifiers like KNN, SVM, and 

CNN due to the majority of benign traffic and significant class imbalance. The model achieved low false 

positive rates of 0.17 and 0.27 with F-scores of 97.6% and 98.1%, indicating its robustness in real-time 

anomaly detection tasks where accurate classification of rare attacks is critical. 

We identify research gaps as mentioned in Table 1. Existing approaches [18]–[24]  mainly focus on either 

signature-based detection or machine learning models independently, lacking integration that leverages 

both methods for enhanced detection. Signature-based systems such as Snort [21], [22] effectively detect 

known attacks but fail to identify unknown or zero-day intrusions, which are addressed partially by 

anomaly detection models in [11], [18]–[20], [23], [24]. However, most anomaly-based proposals [11], 

[18]–[20], [23], [24] do not incorporate real-time processing or threat intelligence integration, limiting 

their practical deployment in dynamic environments like the Cloud. Furthermore, proposals like [11], 

[18], [19] optimize machine learning classifiers (e.g., WOA-XGBoost, CNN-LSTM) [14] but often do 

not address high-volume traffic inspection efficiency or deployment scalability across distributed virtual 

machines, leading to potential packet loss or sensor overload. Additionally, the lack of correlation 

between alerts from multiple sensors in distributed setups [18], [19], [24] hinders the detection of 

coordinated or distributed attacks. Ultimately, hybrid IDPS frameworks are required, which integrate 

signature-based detection with optimized ML models and enriched threat intelligence, providing robust 

real-time detection and prevention capabilities while minimizing false positives and resistance to sensor 

compromise. Our proposed hybrid approach addresses these gaps by integrating Snort with WOA-

XGBoost and Isolation Forest models, enriched with IP and geolocation threat intelligence, deployed in 

a cloud VM environment to enable scalable, accurate, real-time intrusion detection and prevention. 
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Table 1: Review and Comparative Analysis of Different Approaches 

Sr. 

no. 
Ref Features 

Machine 

learning 

classifier 

Dataset 

Signatu

re-

based 

(Snort) 

Anomaly 

Detection 

Real-time 

Analysis 

Threat 

Intelligen

ce 

Deployment 

Scenario 

Preve

ntion 
Accuracy Research Gaps 

1. [17] 
KAN +  

XGBoost 
KAN+XGBoost N-BaIoT No Yes No No 

IoT 

Environment 
No 99% 

Not implemented in 

real-time traffic 

2. [18] 

KNN+ 

XGBoost+ 

Random 

Forest 

Voting-based 

hybrid classifier 
IoT-23 No No No No 

IoT 

Environment 
No 99.9% 

Anomaly detection 

on real-time traffic 

3. [19] 
Deep 

Learning 
CNN-LSTM NSL-KDD No Yes Yes No Network No 95% 

Inefficiency in 

capturing temporal 

patterns 

4. [20] 
Autoencoder

-Based IDS 

Semi-Supervised 

AutoIDS 
NSL-KDD No Yes No No 

General 

Network 
No 90% 

Lack of anomaly 

detection 

5. [11] 

WOA-

XGBoost 

 

WOA+ XGBoost 
KDD CUP 

99 
No Yes No No 

General 

Network 
No 99% 

Lack of real-time 

implementation 

6. [21] 
Virtual 

Network IDS 

Snort with 

Bayesian, 

Associative And 

Decision Tree 

NSL KDD, 

KDD CUP 

99 

Yes Yes Yes No Cloud No 99.3% 

Weak IDS in the 

cloud virtualization 

layer 

7. [22] 
Signature-

Based IDS 
No 

MIT-

DARPA 
Yes No No No 

Network 

Servers 
Yes 98.1% 

Need for basic 

signature detection 

on servers 

8. [23] 
Hybrid 

Model 
XGBoost +DNN NSL-KDD No Yes Yes No 

General 

Network 
No 97% 

Inadequate 

detection of 

multiclass 

classification 

9. [24] 

Multi-Model 

IDS 

including 

XGBoost 

CWFLAM-VAE  

NSL-KDD, 

CSE-CIC-

IDS2018 

No Yes Yes No Network No 99.1% 

The computation 

time is 

considerable. 

10. 

Our 

Appr

oach 

Hybrid Snort 

+ ML + TI + 

Real-time 

WOA + XGBoost 

+ Isolation Forest 

+ Dashboard + 

External threat 

Intelligence 

Yes Yes Yes Yes Yes 
Cloud 

environment 
Yes 

Static dataset-

98% 

Real-time – 

99-100% 

(fluctuates) 

Multiclass 

classification still 

needs improvement. 
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3. Proposed Methodology  

The proposed methodology constitutes a hybrid approach to IDPS. Initially, Snort [25] is used to 

constantly monitor the real-time traffic and compare the incoming traffic with predefined rules. 

However, it covers only known attacks, and its accuracy is limited. Consequently, Snort can be 

incorporated to enhance the performance of the proposed approach with a machine learning 

algorithm and external threat intelligence, enabling dynamic and perspective responses to various 

threats. The WOA-XGBoost model and Isolation forest are trained and tested on dynamic traffic. 

The working of the proposed approach is as shown in Figure 1. 

 

Figure 1: Proposed Methodology 

The following are the steps to be involved in the hybrid approach: 

1. Dynamic Traffic Monitoring using Snort and Preprocessing:  In the proposed approach, real-

time traffic is analyzed using Snort. It generates alerts stored in the CSV file, and essential features 

are extracted, such as Protocol, Source IP, Destination IP, Signature ID, etc. These features are 

forwarded to the pre-trained machine learning model to perform real-time classification to predict 

malicious and benign traffic.  

 

2. WOA for Feature Optimization:  This phase is implemented during the training phase to 

enhance the performance and minimize dimensionality. WOA is a metaheuristic algorithm that is 

influenced by nature and replicates the bubble-net foraging strategy of humpback whales to 

identify the most significant features[26]. This improves the computing efficiency and 

generalization during live prediction and ensures that the model retains only the offensive 

information.  

 

3. XGBoost for Classification:  The information derived using WOA can be used to train an 

XGBoost classifier. It is renowned for its scalability, excellent accuracy in tabular records. This 

framework helps to capture complex data and provides a strong foundation for the identification 

of network attacks. After the training phase, the trained model is exported to JSON format and is 

deployed to classify real-time traffic. 
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4. Integrating External Threat Intelligence: The system is further improved by integrating 

external threat intelligence, such as AbuseIPDB and MaxMind. These sources help to dynamically 

find geolocation, IP reputation scores, and the blacklisting status of IP addresses. The incoming 

traffic flagged by Snort and tested by the ML model is enriched with contextual intelligence to 

facilitate trust-based filtering and enhance detection confidence. 

 

5. Secure and Centralized Evaluation Model: The model aggregates decisions from Snort alerts, 

ML classifier, and threat intelligence score. This methodology helps prioritize the responses and 

compute a composite trust score for each incoming IP. It also helps make an efficient decision by 

blocking malicious IPs, filtering suspicious activities, and sending alerts to the administrator. 

 

6. Interactive and Dynamic Dashboard: This phase shows the predictions and decisions on a real-

time dashboard interface. It provides information about current network conditions to the 

administrator about the detected attacks, including the status of the reputation score and the 

country from which the attack originates. 

 

Figure 2 illustrates the proposed approach's comprehensive architecture.  

 

 

 

Figure 2: Hybrid Approach 

4. Experimental Setup 

The proposed IDPS's performance can be evaluated using Oracle VM VirtualBox, and the configuration 

consists of multiple virtual machines, as shown in Figure 3. Snort is deployed using MHN and acts as a 

primary intrusion detection engine. The system tests real-time and simulated traffic, including various 

types of attacks such as DDoS, Port Scanning, and Brute Force that can be generated using tools such as 
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Hping3, Scapy, Hydra, and Xenmap. Machine learning models such as WOA-XGBoost and Isolation-

forest, trained on cleaned Snort logs, and integrated into the real-time detection process. OpenWrt is an 

open-source Linux-based firmware designed for routers and firewalls. Its purpose is to provide a secure, 

powerful, and customizable alternative compared to physical routers. Furthermore, AbuseIPDB and 

MaxMind threat intelligence sources are used to enhance the IDPS interface using the dashboard.  

 

           Figure 3: Oracle VM Experimental Setup 

4.1. Virtual Environment Configuration  

The proposed IDPS can be implemented and evaluated in a controlled virtual network environment. VMs 

are created to simulate different roles such as router, sensor, monitoring server, and attacker. Thus, real-

time attacks are created in a simulated environment. The following are the virtual machines created to set 

up the simulated environment as given in Table 2. 

Sr no.  VM Name Role/Function  Tools 

1. OpenWrt Router - 

2. Ubuntu-Sensor Snort, Log collection Snort, Python, Dash, Isolation, 

XGBoost, MySQL, Wireshark 

3. Ubuntu-MHN MHN Server, Attack generation MHN, Hping3, Hydra, Nikto 

4. Window10 Xenmap, Attack generation, 

Testing 

Scapy, Xenmap 

Table 2: VM Configuration 

4.2. System Architecture 

The proposed approach’s efficacy can be assessed using a real-time hybrid IDPS, and a virtualized testbed 

is set up using Virtual machines created on Oracle VM VirtualBox. The architecture is designed to 

integrate a Signature-based approach with machine learning classification and external threat intelligence 

for enhancing the security analysis. Table 3 shows the requirements for setting up the proposed approach. 

Table 3: Architecture Details 

Sr. no. Requirement System Configuration 

1. Storage 1TB 

2. RAM 16GB 

3. Processor Intel(R) Core(TM) i5-8265U CPU @ 1.60GHz   1.80 GHz 

4. Operating system 64-bit operating system, x64-based processor 
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The various components of architecture and their working are shown in Figure 4. 

I. MHN Server: It acts as a centralized server for logging and platform visualization. 

II. Snort: Deployed on MHN to capture and analyse real-time network traffic. 

III. Machine Learning Model: The Model is trained by extracting features from the Snort log.  

IV. Attack Generator: Hping3, Scapy, Hydra, Xenmap, etc., are used to simulate attacks. 

V. Dashboard: An interface for visualization of alerts, model metrics, and classification results. 

VI. External Threat Intelligence: MaxMind and AbuseIPDB are integrated with Snort and ML to 

enhance their accuracy.

 

Figure 4: System Architecture 

The Virtual machines are configured on the same network to allow seamless communication and traffic 

monitoring using bridged networking. 

4.3. Attack Simulation 

Three major attack types are simulated to evaluate the detection process in the proposed IDPS. The goal 

is to generate both normal and malicious traffic to test the system’s ability to detect and classify diverse 

types of threats. 

i. DDoS Attacks:  using hping3, Scapy, Xenmap, etc. 

ii. Port Scanning:  using hping3, Nmap, etc. 

iii. Brute Force Attacks: using Hydra, Xenmap. 

4.4. Model Integration 

The fundamental component of the proposed approach is the integration of an ML model into the Snort 

pipeline. The objective of this approach is to improve the detection capabilities by classifying real-time 

traffic as either benign or malicious based on the extracted features from the log. The following steps are 

to be considered for model integration. 

i. Feature Extraction and Dataset Preparation: It is the process of extracting features from the 

existing dataset. The labelled dataset was generated from Snort logs based on predefined SIDs. 

Data cleaning is applied to the dataset, and the complete dataset is then used to train the model. 
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This approach is to be implemented using a Python script. Feature normalization techniques are 

applied when it is required to ensure the performance and stability of the model.  

 

ii. Model Training: The proposed approach used two types of models: a supervised learning model, 

such as WOA-XGBoost, and an unsupervised anomaly detection model using Isolation-forest. 

The WOA-XGBoost model is trained using traffic generated from Snort logs, as depicted in Figure 

5. According to binary classification, that classifies the real-time traffic into benign or specific 

attack types. The Isolation Forest model is used to detect unknown or zero-day attack patterns that 

may not match the existing Snort rules. The dataset is used to train both models and is validated 

using performance parameters. 

 

 

 

Figure 5: Training Dataset 

iii. Real-time Prediction:  The real-time prediction dashboard is intended to facilitate the dynamic 

analysis of network traffic that is captured by Snort. Once Snort generates the alerts based on 

predefined patterns, the logs are immediately processed using a Python script that extracts the 

required features for classification. These features are then passed to the pre-trained WOA-

XGBoost model for attack classification and to Isolation Forest for anomaly detection. These 

trained models are evaluated in real-time, categorizing each incoming traffic and presenting the 

log on the dashboard with forecasts. This enables immediate threat detection with reduced latency 

between traffic capture and alert generation, as shown in Figure 1.  
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Figure 6: Real-time dashboard displaying predictions and enriched with threat intelligence 

iv. External Threat Intelligence: The system also integrates external threat intelligence services such 

as MaxMind and AbuseIPDB, which allows the system to verify suspicious IP addresses and adds 

its reputation score and its origin of attack generation. All the results on one dashboard help the 

administrator to monitor and respond expeditiously, as demonstrated in Figure 6. This real-time IDPS 

significantly enhances the proactive detection and prevention capability. 

 

v. Prevention of Attacks:  Apart from identifying malicious behavior, the proposed approach includes 

a preventive mechanism that aims to mitigate threats before they influence the cloud 

environment.  Dynamic blocking, firewall setup, and external threat intelligence integration help to 

build the preventative framework. It includes the following steps: 

a. The real-time IP blocking: Upon detecting a malicious attack through XGBoost or Isolation 

Forest, or Snort signatures, the proposed approach immediately identifies the source IP 

address. If the IP is determined to be malicious, it is automatically blocked using Ubuntu 

firewall tools such as ufw or iptables, as shown in Figure 7. 

b. Automated Firewall Rule Enforcement: The firewall rules are automatically updated when 

the proposed approach detects the malicious traffic patterns, such as DDoS, port scans, and 

Brute force attacks. 

 

Figure 7: Blocked IPs 

vi. Model Deployment Environment: The model is deployed on Ubuntu-sensor using Python 3.9 by 

using supporting libraries such as pandas, numpy, XGBoost, etc. This integration enabled the system 
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to transcend static rule-based detection, facilitating dynamic intelligent classification and anomaly 

detection. 

 

5. Result and Analysis:  This section evaluates the performance the efficacy of the proposed hybrid 

IDPS on real-time traffic using performance metrics.   

 

5.1. Performance Metrics: The proposed approach is assessed using conventional classification 

metrics. These metrics offer a comprehensive assessment of the model's ability to classify real-

time traffic as either benign or malicious. The following are the most commonly used performance 

parameters for evaluating the model. 

i. True positive (TP): It describes the total number of attacks that are correctly classified as 

malicious. 

ii. False Positive (FP): It shows ordinary packets that are erroneously labelled as attacks. 

iii. True Negative (TN): It describes the total number of packets that are accurately classified as 

normal traffic. 

iv. False Negative (FN):  attacks that remain overlooked, such as suspicious traffic that is 

mistakenly assumed to be legitimate. 

 

The following performance metrics can be computed based on the above-mentioned parameters 

in a real-time environment. 

 

1. Accuracy: It is the portion of accurately classified instances, including both attacks and normal 

traffic of the total amount of traffic. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(TP + TN)

(FP + TP + FN + TN)
∗ 100 

2. Precision: It is the portion of actual attacks that are genuinely malicious. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
(TP)

(TP + FP)
∗ 100 

3. Recall or Sensitivity: It is the percentage of actual attacks identified by the IDS that indicates 

how effectively it detects all the threats. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑜𝑟 𝑅𝑒𝑐𝑎𝑙𝑙 =
(TP)

(TP + FN)
∗ 100 

4. F1 Score: It balances recall and precision parameters, offering a comprehensive measure of an 

model’s performance. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
(Precision ∗ Recall)

(Precision + Recall)
∗ 100 

Table 4: Comparative analysis of different approaches 

Ss    Sr. 

No.  no. 

 No 

Ref Year Approach Dataset Accuracy Precision Recall F1 

Score 

1. [17] 2024 KAN+XGBoost N-BaIoT 99.69% 98.10% 98.01% 98.04% 

2. [18] 2025 Voting-based hybrid 

classifier 

IoT-23 99.99% 99.99% 99.99% 99.99% 

3. [19] 2025 CNN-LSTM NSL-KDD 95% NA 89% 94% 
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4. [20] 2019 Semi-Supervised 

AutoIDS 

NSL-KDD 90.17% 90.80% 92.05% 91.42% 

5. [11] 2022 WOA+ XGBoost KDD CUP 

99 

99.06% NA 99.58% NA 

6. [21] 2018 Snort with Bayesian, 

Associative, and 

Decision Tree 

NSL KDD, 

KDD CUP 

99 

99.33% NA NA NA 

7. [22] 2022 Signature-Based IDS MIT-

DARPA 

98.10% NA NA NA 

8. [23] 2020 XGBoost +DNN NSL-KDD 97.60% 97% 97% 97% 

9. [24] 2025 CWFLAM-VAE  NSL-KDD, 

CSE-CIC-

IDS2018 

99.10% 99.2% 98.40% 97.60% 

10. Our 

Approach 

2025 
WOA + XGBoost + 

Dashboard + External 

threat Intelligence 

Real-time 

traffic 

(Online & 

Offline)  

99.3% 98.8% 99.4% 99.14% 

11. Our 

Approach 

2025 Isolation Forest + 

Dashboard + External 

threat Intelligence 

Real-time 

traffic 

(Online) 

9% 91.23% 94% 92.6% 

 

 

Figure 8: Results of XGBoost 

 

 

Figure 9: Performance Metrics 

The result of these performance metrics, such as accuracy, recall, precision, and F1-score, is evaluated 

continuously and displayed on the dashboard as shown in Figure 8 based on the live traffic. The dashboard 

provides instant insight into the detection efficacy of the hybrid approach. The evaluation results, derived 
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from the most recent 500 entries from real-time traffic that are logged in a CSV file, are visualized in 

Figure 9. The parameters tend to fluctuate depending on traffic diversity and intensity. The variation 

occurs due to real-world factors such as dynamic attack strategies, packet drop ratio, and noisy traffic. 

However, the dashboard enables operators to observe these changes in real-time and permits 

uninterrupted performance evaluation for dynamic enhancement. 

 

Figure 10: Accuracy Comparison 

The comparison of accuracy with different detection approaches, as given in Figure 10 demonstrates that 

most techniques achieve high accuracy. Our proposed approach achieves an accuracy of 99.3% with the 

WOA-XGBoost and 94% with the Isolation forest. Thus, from the observation, it is clear that the WOA-

XGBoost model outperforms other models. 

 

Figure 11: Precision Comparison 

The Precision comparison as given in Figure 11, with different approaches, shows that our proposed 

approach (WOA-XGBoost) achieves a high precision of 98.8%, indicating its effectiveness in minimizing 

false positives, and our approach effectively detects both attacks and benign traffic. 
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Figure 12: Recall Comparison 

The Recall Comparison in Figure 12 shows that our proposed approach (WOA-XGBoost) achieves a 

high recall of 99.99%. It indicates that the approach effectively detects actual attacks.   

 

Figure 13: F1-Score Comparison 

The comparison of the F1-score in Figure 13 highlights that the proposed approach achieves 99.14%, 

which reflects a strong balance between recall and precision. It indicates that our approach minimizes 

both false negatives and false positives compared to other approaches. Thus, from the above analysis, it 

is observed that the proposed approach (WOA-XGBoost) efficiently detects malicious and benign traffic 

in the cloud environment.   

5.2. Confusion Matrix:  It offers a comprehensive breakdown of categorization findings in context of true 

positives (TP), true negatives (TN), false positives (FP), and false negatives (FN)—the performance of 

the IDPS is shown in Figure 14. Beyond general accuracy, the confusion matrix enables one to evaluate 

the model's decision-making ability precisely. Based on the top 500 records from the Snort log, this study 

found a high-accuracy model that effectively identified a notable amount of both attack and normal traffic. 

While a low FN count indicates a minimal undetectable risk, a high TP score indicates that most real 

attacks were effectively identified. Likewise, a low FP count reduces false alarms, while a high TN count 

indicates the dependability of the model in identifying benign traffic. These findings together show how 

strong and dependable the classification model is in identifying and differentiating between illegal and 

authorized network traffic. 
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Figure 14: Confusion Matrix 

5.3. Map Integration: The system integrates geolocation mapping using MaxMind GeoIP2 DB on a 

dashboard, as depicted in Figure 15. It also facilitates visualization of the attacker's IP on a world map 

by highlighting the origin of an intrusion attempt. This tool provides contextual awareness that helps 

to identify highly-risk region and monitor the worldwide dispersion of attacks.   

                                    

Figure 15: Geolocation Map using MaxMind GeoIP2 

The evaluation of the integrated Snort-ML hybrid approach demonstrated significant enhancement in the 

intrusion detection and prevention system. The combined approach to WOA-XGBoost and Isolation-

forest improved the accuracy and minimized the false positives compared to the traditional algorithms. 

The inclusion of real-time validation with MaxMind and AbuseIPDB enhanced the threat intelligence.  

6. Conclusion 

The proposed hybrid approach implemented an IDPS that combines Snort with an ML model, including 

WOA-XGBoost for classification and Isolation Forest for anomaly detection in a multi-VM environment. 

The approach significantly enhanced Snort’s detection capabilities by reducing false positives and 

improving the identification of both known and unknown attack patterns. The XGBoost model 

outperformed the Isolation Forest in the experimental evaluation, achieving an accuracy of 99.3% 

compared to 94%. This validates the superiority of supervised learning in identifying suspicious traffic 

within the proposed system. Moreover, real-time validation can be accomplished by the use of external 

threat intelligence, such as MaxMind and AbuseIPDB, with binary classification. Although the overall 

performance metrics indicate promising results, the outcome exhibits occasional fluctuations during 

periods of high traffic. Furthermore, the system exhibited the potential for deployment in modern cloud 
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or enterprise environments by maintaining real-time classification of benign traffic and attacks at a speed 

of 250 milliseconds. 

Future work includes the implementation of the proposed approach using federated learning by using 

datasets from multiple machines. In real-time detection systems, there is a critical need to stabilize quick 

decision-making with accurate detection. While lightweight models offer quick response, they might 

sacrifice detection depth, necessitating hybrid or interrupted analytical strategies. This research provides 

a framework for societal implications by supporting scalable and efficient threat detection, and it may 

additionally be expanded to accommodate multiclass classification for recognizing a wider variety of 

cyber threats in multifaceted scenarios. 
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